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ABSTRACT: Several studies have investigated frontal sinus comparison for personal identification. One study addressed the statistical reliability
of correct identification using automated digital methods and resulted in a 96% accuracy rate. Missed matches with the digital methods generally
involved small, less featured sinuses. This study investigates the hypothesis that human examiners may be able to more accurately identify correct
matches than digital methods, even when the comparisons involve small frontal sinuses. Participants were provided two sets of 28 radiographs and
were instructed to identify matching radiographs and list the radiographs that did not have a corresponding match. Overall, error rates were low, with
correct associations identified at a rate of 0.983. No incorrect associations (‘‘false positives’’) were made. Correct association rates were highest
among participants ‘‘experienced’’ examining radiographs. Results support previous assertions that frontal sinus radiographs are a reliable means of
personal identification even when the frontal sinuses are small.
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Numerous studies, dating back to the early 1900s, have investi-
gated frontal sinus uniqueness and the use of radiographic compari-
son for personal identification (1–35). Many of these studies,
however, involved small sample sizes in terms of both the number
of radiographs examined and the number of participants involved.
One study investigated the statistical reliability of correct identifica-
tion using Elliptic Fourier Analysis and Euclidean distance models
on digitized images which resulted in a 96% accuracy rate (8). The
remaining 4% largely represented the inability of the computerized
models to correctly match small, less featured frontal sinuses. This
study investigates the hypothesis that human examiners are able to
identify correct matches more accurately than digital methods, even
when the frontal sinuses being compared are small or less featured.
This, we believe, is both because of the fact that human examiners
are more discriminating than digital methods and because humans
are able to take into consideration other features present on the
radiograph images. Also of interest is the effect, if any, of examin-
ers’ experience level on the ability to identify matches.

Materials and Methods

Radiographs were obtained from the University of Tennessee
and are images of specimens from the William M. Bass Donated
Skeletal Collection taken as part of a previous study (see (8)) in
the following manner:

Radiographs were taken of crania with present, complete, and
undamaged frontal regions. They were performed at the University
of Tennessee Student Health Center using a HoLogic HFQ Series
100 kHz High Frequency machine at the following settings:

KVP (peak kilovoltage): 58–50 kVpeak

CM (distance from tube to film): 40 cm
MA (current in the X-ray tube): 75 mA
SEC (exposure time): 65 msec.

Crania were oriented so that the X-ray beam traversed the crania
posterior to anterior, with the frontal bone nearest the film to allow
minimal distortion and maximum clarity of the frontal sinus. The
crania were placed on a foam ⁄ cloth ring with the midsagittal plane
perpendicular to the X-ray film using the median palatine suture as
a guide. When the cranium was viewed from the side, a line per-
pendicular to the film was in the same vertical plane as nasion and
the superior border of the external auditory meatus. Replicate radio-
graphs were taken of each cranium using the same methodology
but at a different time so that replicates would not be exact copies
and therefore simulated ‘‘antemortem’’ and ‘‘postmortem’’ images.

For this study, a random sample of 60 pairs of these previously
taken radiographs was selected from the collection. From these 60
pairs, the radiographs with the smallest frontal sinuses and lacking
visible dental restorations were used to make the matching process
as challenging as possible.

Participants of varying backgrounds and levels of experience
were solicited to participate in the study including Federal Bureau
of Investigation scientists and attendees of the 2008 annual meeting
of the American Academy of Forensic Sciences in Washington,
D.C. Participants were provided two sets of 28 radiographs labeled
A through BB and 1 through 28, an answer sheet ⁄questionnaire,
and a light box. They were advised that a ‘‘match’’ consisted of
one letter or letter combination plus one number and that not all
radiographs necessarily had a corresponding match present (there
were actually 26 correctly matching pairs and 4 radiographs with
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no match present). Although the frontal sinuses were presumably
the main feature compared, participants were also asked to list any
characteristics besides the frontal sinuses that they used to deter-
mine matches.

Participants were also asked to provide information regarding
their education and background, and to rate their level of experi-
ence in both examining radiographs and performing anthropological
or skeletal examinations. Experience ratings were defined as ‘‘No
experience,’’ ‘‘Some experience’’ (I have done this before, but not
extensively or routinely), or ‘‘Experienced’’ (I do this as part of my
work or have conducted research in this area).

Results

Sixty-five individuals participated in the study. Backgrounds
included anthropology, biology, radiology, document examination,
geology, photography, chemistry, and odontology and ranged from
students to highly experienced professionals. The majority of partic-
ipants had little or no experience in examining either radiographs
or anthropological specimens. Specifically, for examining radio-
graphs, 40 participants reported having ‘‘No experience’’, 17
reported ‘‘Some experience’’, and eight reported being ‘‘Experi-
enced’’. For anthropology ⁄ osteology, 33 participants reported hav-
ing ‘‘No experience’’, 14 reported ‘‘Some experience’’, and 18
reported being ‘‘Experienced’’ (Fig. 1).

Overall, error rates were very low. The correct association rate
among all participants was 0.983, with 43 of the 65 participants
(66%) correctly identifying all matches. No incorrect associations
(i.e., pairing radiographs from different people, or ‘‘false positives’’)
were made.

A total of 27 nonassociations (i.e., failure to identify a correct
match, or ‘‘false negatives’’) occurred among all participants. Cor-
rect association rates were generally higher among those with more
experience (Fig. 2) and were highest for those reporting being
‘‘experienced’’ examining radiographs. Participants were given an
experience score of 0 (no experience), 1 (some experience), or 2
(experienced) for both their anthropology and radiograph experi-
ence as well as for combined experience (up to a score of 4 if the
participant reported being an expert in both categories). Correla-
tions were calculated between the type of reported experience and
the correct association rate. The correlations were calculated for
each type of experience individually as well as combined experi-
ence. Only the correlation between radiograph experience and cor-
rect associations was significant:

Anthropology experience: r = 0.0817, p = 0.5176
Radiograph experience: r = 0.28076, p = 0.0224
Combined experience: r = 0.17928, p = 0.153

One particular frontal sinus pair was frequently not associated,
accounting for 18 of the 27 total nonassociations (Fig. 3). Reasons
for this may include the limited number of features of the frontal
sinus, differences in cranium position, or radiograph quality.

Other common features participants reported using in the match-
ing process included the following: overall skull shape, bony
crests ⁄ landmarks ⁄ processes, nose shape, orbit shape, venous mark-
ings, other paranasal sinuses, trabecular patterns, teeth, and cranial
sutures.

Conclusions

Results support previous assertions that frontal sinus radiographs
are a reliable means of personal identification. No incorrect associa-
tions (‘‘false positives’’) were made by participants in this study.

Correct associations were identified at a rate of 0.983, and this rate
was somewhat higher among those with more experience, espe-
cially if that experience included radiographic examinations. More-
over, while previous studies have evaluated the technique’s
reliability using computerized models, our results indicate that tradi-
tional visual comparison is highly accurate, even when frontal
sinuses are small.
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FIG. 1—Experience levels of participants.

FIG. 2—Correct association rates by experience level.

FIG. 3—Most frequently missed frontal sinus match.
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Characteristics and Prediction of Cranial
Crush Injuries in Children*�

ABSTRACT: This study documents four clinical cases of fatal crush injuries to children between 1.5 and 6 years of age with correlations
between modeled stress and clinically observed fracture patterns. The clinical case fractures were concentrated in the basicranium, bridged the impact
sites, and traversed the middle cranial fossa in the area of the spheno-occipital synchondrosis. The crushing forces from these cases were recreated
on a simplified finite element model of a cranium by applying bilateral pressures to corresponding regions. Numerous trials were run to develop a
representative pattern of principal stress directions. In all cases, the highest tensile stresses were located on the basicranium and corresponded to the
observed fracture path(s). These results suggest that prefailure stress field diagrams may predict fracture propagation paths, although these will not be
exact. Also, these analyses indicate that quasi-static bilateral loading of the cranium may lead to predictable fracture of the basicranium.

KEYWORDS: forensic science, pediatric skull, crushing, quasi-static load, basilar fracture, FE modeling

Fracture interpretation is a necessary component of forensic anal-
ysis and contributes to the determination of the cause and manner
of death. Skeletonized remains, in particular, lack skin and scalp
abnormalities that enhance the complete description of a head
injury or injuries. Thus, a clear understanding of fracture propaga-
tion becomes vital to the forensic professional. Head injuries are
often the result of dynamic forces in which a moving object strikes
the cranium at a considerable speed or the cranium makes contact
with a static object that causes it to rapidly decelerate (1). In cases
of crushing injuries, however, a static load is applied relatively
slowly to the cranium, initially causing deformation with eventual
fracture if pressure continues or increases. In experimental tests on
the effects of bilateral crushing forces on cadaver skulls, Russell
and Schiller (2) report that avulsion of the petrous portion, fracture
through the dorsum sellae, and principal fracture lines running in
the direction of the compressive forces were commonly observed
features.

There are several case reports of basilar skull damage in the lit-
erature involving both crushing and impulse-based loading scenar-
ios, mainly focusing on adult crania. A study of 15 cases of
crushing injuries to adult skulls aged 14–63 and experimentally

induced crushing fractures on 11 cadaver crania revealed simi-
larities in basilar fracture patterns (2). However, a study by Harvey
and Jones (3) claimed that fractures through both petrous bones
were not an indicator of impact site. Another study by Yasue (4)
then suggested that the overall path of fracture through the basicra-
nium could, in fact, be related to the region of the skull impacted.
More recently, a study by Kroman (5) attempted to produce cranial
base (hinge) fractures in two unembalmed cadaver adult human
crania specimens using a drop tower. High-speed video demon-
strated that fractures initiated at the site of impact and propagated
through the middle cranial fossa, with some additional minor frac-
tures surrounding the foramen magnum. In this study, the vaults
had been removed so it is unclear if the fractures would have ter-
minated at the points of applied forces (fixture and impactor). Kro-
man further notes a very wide separation of the failing bones
during impact, which no doubt would cause very severe soft-tissue
damage in the cranial base. This correlates to the high amount of
energy and lethality involved in these scenarios.

It is assumed that fractures will generally follow the path of least
resistance, but this path may be different between the child and
adult cranium. While all of the aforementioned studies focused on
adult crania, some recent case reports on quasi-static loading to the
crania of children have also presented observations of basilar frac-
tures (1,6). The trend of quasi-static loading producing basilar frac-
tures in both adults and children may suggest that prediction of
these fractures is possible.

The finite element (FE) method is a powerful analytical model-
ing tool that can be used to determine internal stresses and strains
within a complex solid. Several studies have shown that maximum
principal stress (or strain) directions from a modeled structure cor-
relate well with areas of experimentally or clinically observed bone
fractures (7–9). While modeling of fracture propagation generally

1Orthopaedic Biomechanics Laboratories, College of Osteopathic Medi-
cine, Michigan State University, East Lansing, MI 48824.

2Department of Pathology, University of Iowa Hospitals & Clinics, Uni-
versity of Iowa, Iowa City, IA 52242.

3Department of Anthropology, College of Social Sciences, Michigan State
University, East Lansing, MI 48824.

*Funded in part by the National Institute of Justice, Office of Justice Pro-
grams, United States Department of Justice (2007-DN-BX-K196).

�Presented in part at the 61st Annual Scientific Meeting of the American
Academy of Forensic Sciences, February 16-21, 2009, in Denver, CO.

Received 29 May 2009; and in revised form 12 Aug. 2009; accepted 5
Sept. 2009.

J Forensic Sci, November 2010, Vol. 55, No. 6
doi: 10.1111/j.1556-4029.2010.01475.x

Available online at: onlinelibrary.wiley.com

1416 � 2010 American Academy of Forensic Sciences



involves high computational costs, one theory suggests that there is
a close, although not exact, relationship between prefailure stress
trajectories and the ultimate path of propagation. In brief, Frank
and Lawn (10) proposed that crack growth occurs in such a way as
to maximize the energy dissipation per unit length of growth and
that the greatest amount of dissipation occurs when the crack plane
is perpendicular to the direction of greatest principal tensile stress.
In other words, the directions of principal tensile stress developed
on a solid may be a reasonable predictor of propagation direction.

In this study, four cases of childhood fatalities from crushing
head injuries inflicted by vehicle tires exhibited similar fracture pat-
terns despite differences in age and magnitude of force. This raised
the question as to whether certain fracture patterns are indicative of
bilateral crushing injuries and if these could be predicted based on
the type of loading and the biomechanical properties of the skull.

Materials and Methods

Four cases of fatal crushing head injuries to young children
between 1.5 and 6 years of age under known conditions were used
as a baseline for applied forces and resulting fracture patterns. In
all cases, the head ⁄ skull was run over by a vehicle tire, compress-
ing the head ⁄ skull between the vehicle tire and the ground. The
contact sites and skull fractures were identified and diagramed dur-
ing autopsy by the investigating forensic pathologist (M.N.). Bio-
mechanical modeling was then conducted in an attempt to recreate
and explain the similarities exhibited in the fracture patterns of
these cases.

A simplified model of a skull was created in a FE package
(Abaqus v.6.3; Hibbitt, Karlsson & Sorensen, Inc., Pawtucket, RI)
(Fig. 1). This model consisted of symmetry about the sagittal plane,
but not about the coronal or transverse planes. Each major bone of
the vault was modeled separately, assumed to have a uniform
thickness, and constrained at the suture joints to form the full cra-
nial model. The base of the cranium was modeled as a flat surface
with the same thickness as the vault. The primary landmarks in the
basal region were modeled: a hole was added to simulate the fora-
men magnum, dense oblong extrusions lateral to the foramen mag-
num were generated to represent the petrous portions, and anterior
to the foramen magnum the thickness was reduced to represent the
region of the spheno-occipital synchondrosis. This model did not
utilize specific, age-dependent material properties for the crania and
consisted of simplified, although generally accurate, geometry.

The model was subjected to quasi-static pressures corresponding
to the specific exterior injury locations for each case. The magni-
tude of the pressure applied to the cranial model was the same in
each case and was scaled down such that the generated stresses

would not cause material failure. By restricting the analyses to the
elastic region, the exact material properties were not required for
this simple analysis. FE analysis was utilized in an effort to repro-
duce and examine possible relationships between the theoretical
prefailure stresses developed on the modeled crania and the fracture
patterns observed clinically. Using some basic stress transformation
principles at many predefined locations on the skull (FE), the direc-
tion and magnitude of tensile and compressive stresses at each
location were determined. The full-field map was then filtered to
remove all regions of low stress. Areas of tensile (principal) stress
were assumed to be the most likely location(s) of potential fracture,
and the general trends produced by the model were examined in
comparison with the clinical cases. Numerous trials were run within
the elastic (nonfailure) range of bone to develop a representative
and clearly characterized pattern of principal stress and strain
directions.

Results

Case 1

A 5-year-old female child was struck by her family’s sedan
when she fell in an attempt to stop the vehicle after her brother
accidentally engaged the transmission. Her head was run over by
the right front tire of the car. The autopsy revealed an intact cranial
vault with a cranial base fracture that traversed the lateral right
anterior cranial fossa, the midline of the middle cranial fossa, and
the left lateral aspect of the posterior cranial fossa. This fracture
bridged the blunt impact sites on the right anterior and left posterior
aspects of the head (Fig. 2).

Case 2

An unhelmeted 6-year-old male was struck by a car while riding
his bike. His head was run over by the vehicle’s left rear tire.

FIG. 1—Simplified cranial model showing modeled landmarks of the basi-
cranium. View of endocranial surface with vault removed.

FIG. 2—Photo taken at autopsy of endocranial base fractures of 5-year-
old child from Case 1.
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Autopsy revealed an intact cranial vault. The cranial base was
bisected by a gaping X-shaped fracture centered in the midline of
the middle cranial fossa. There were two adjacent arms of the frac-
ture in the right middle cranial fossa. The other two adjacent arms
were in the posterior aspect of the left middle cranial fossa and the
anterior aspect of the left posterior cranial fossa. This fracture
bridged the blunt impact sites on the right anterior and lateral
aspects of the head and the left lateral and posterolateral aspects of
the head (Fig. 3).

Case 3

A 3-year-old male was run over attempting to run away from a
farm grain wagon that had begun to roll. His head was run over by
one of the wheels of the wagon. Autopsy revealed gaping linear
fractures that traversed the parietal bones and the right and left
sides of the frontal bone. One end of each fracture intersected the
widely gaping right side of the coronal suture; other ends were con-
tinuous with fractures of the cranial base. A dominant cranial base
fracture traversed the left petrous bone, the midline of the middle
cranial fossa, the anterior aspect of the right middle cranial fossa,
and the posterolateral aspect of the right anterior cranial fossa.
Additional intersecting fractures were centered in the left middle
and posterior cranial fossae (Fig. 4).

Case 4

A 1.5-year-old female was entrapped under a small moving van
and her head was run over by the right rear wheel. Autopsy
revealed an intact cranial vault but extensive intersecting fractures
of the cranial base that predominately traversed the middle and

posterior cranial fossae from side to side. A large fracture also
bisected the anterior cranial fossae (Fig. 5).

Fracture Pattern Similarities

Each of the cases presented fracture patterns that bridge the
impact sites and traversed the middle cranial fossa in the area of
the spheno-occipital synchondrosis. Additionally, the damage was
concentrated in the basicranium leaving the cranial vault intact in
all cases except the 3-year-old boy impacted by the farm grain
wagon. Furthermore, general amounts of fracture increased with
inferred increase in magnitude of applied force (grain wagon vs.
car) or decrease in age.

The four cases presented three contact scenarios with four differ-
ent fracture configurations, each having commonalities to a single
pattern of fracture (described earlier). Specifically, the contact
forces in Case 1 were applied primarily to the frontal and occipital
bones in a direction between anterior-posterior and lateral (Fig. 6a),
the contact forces in Cases 2 and 3 were also applied to the frontal
and occipital bones but had an additional lateral component
(Figs. 7a and 8a), and the contact forces in Case 4 were applied to
the lateral surfaces of the cranial model (Fig. 9a).

Modeling of all four cases revealed that the locations of high
tensile stress and high tensile strain were the same, and these
regions were located on the basicranium. There were some areas of
lower tensile stress at the sites of the applied load and in a few
areas on the cranial vault, but because of the assumption that fail-
ure would occur at locations of high stress, these areas were
ignored in this presentation. The maximum tensile stress for all
models was similar (standard deviation of €5%). The tensile

FIG. 3—Photo taken at autopsy of endocranial base fractures of 6-year-
old child from Case 2.

FIG. 4—Photo taken at autopsy of endocranial base fractures of 3-year-
old child from Case 3.
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stresses developed on the skull were filtered to display only the
highest 20% for correlation to fracture patterns.

Case 1 presented the simplest fracture pattern as a single linear
fracture traversing the basicranium from the right greater wing of
the sphenoid across the spheno-occipital synchondrosis to the left
lateral portion of the occipital, connecting the loading sites
(Fig. 6a). An overlay of the directions of maximum principal

tensile stresses revealed a linear concentration on the right side of
the sphenoid and in the area of the spheno-occipital synchondrosis,
which correlated well with sections of the observed fracture
(Fig. 6b).

Cases 2 and 3 presented slightly more complex fracture patterns.
In part, the complexity was increased because of the similarities in
loading but dissimilarities in fracture (Figs. 7a and 8a, respec-
tively). A similar fracture in both cases stretched from the right
aspect of the sphenoid through the sella turcica and along the supe-
rior aspect of the petrous portion of the temporal. The overlay of
the directions of maximum principal tensile stresses was identical
in both cases because of the similarity of loading patterns. There
was correlation between the stress and the fracture for both cases,
especially along the line of similar fracture, although each had
areas of high stress where fracture did not occur (Figs. 7b and 8b).
Case 4 presented the most complex fracture pattern extending both
longitudinally and transversely through the basicranium (Fig. 9a).
Fractures ran longitudinally across the midline of the anterior cra-
nial fossa and horizontally through the middle and posterior cranial
fossa with various areas of comminution. The overlay of the direc-
tions of maximum principal tensile stresses revealed an area of
complex stress in the same area as the highly comminuted fracture
of the right side of the cranial base. Additionally, a more linear pat-
tern of stresses occurred near the fractures on the left side of the
skull (Fig. 9b).

Discussion

The analyses performed in this study represent a quantitative,
theoretical attempt to correlate stress and strain intensities and prin-
cipal directions to fracture patterns on the skull caused by quasi-
static bilateral pressures. A linear, small strain, isotropic, uniform
thickness model of a human calvarium was constructed in this
study. Analyses of the modeled stresses and the clinically observed
fractures suggested that quasi-static bilateral loading of the cranium
leads to predictable fracture of the basicranium, although the pre-
dictions were not exact. The promising nature of these results sug-
gests that it may be useful to develop a more complex model for a
more accurate prediction of fractures on a case-by-case basis.

FIG. 5—Photo taken at autopsy of endocranial base fractures of 1.5-
year-old child from Case 4.

FIG. 6—(Case 1) Crushing injury to the skull of a 5-year-old. Diagrams of (a) clinically observed fractures and (b) an overlay of the highest 20% of
principal tensile stresses produced from a FE model. White cranial margins represent contact of applied forces (ground and tire). The arrows in (b) indicate
the directions of tension on the cranium.
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The location of maximum tensile stress would be expected to be
the site of fracture initiation, and the location of maximum stress in
each of the four models correlated well with the area(s) of fracture
in each of the clinical cases. However, Frank and Lawn (10) also
suggest that paths of high tensile stress may approximate the path
of fracture propagation. In the four cases presented in this study,
regions of high tensile stress appeared to follow the path of the
fracture extending from the location of maximum stress. Fracture
propagation, however, requires increasing levels of stress to over-
come the dissipation of energy that occurs with the previous frac-
turing. These increasing levels of stress may ultimately result in
additional fracture sites on the material surface (11). Two or more
isolated regions of the skull developed high tensile stresses in Cases
2–4, which may have resulted in multiple sites of fracture initiation
with propagation extending from each site. Multiple initiation sites
with subsequent propagation joining the sites could explain the
complexity of the fractures seen in Cases 2–4, as opposed to the
singular region of fracture and stress intensity developed in Case 1.

The four cases presented in this study suggest that prefailure stress
field diagrams may, in fact, give some insight into the projected
fracture propagation paths and, ultimately, fracture patterns devel-
oped during quasi-static bilateral loading of the cranium.

The cases and analyses presented in this study supported some
general trends for quasi-static bilateral loading scenarios. Autopsy
revealed fractures through the middle cranial fossa in the region of
the spheno-occipital synchondrosis in all cases. Modeling displayed
high tensile stresses through this region in Cases 1–3, with Cases 2
and 3 developing maximum levels of stress at this landmark. How-
ever, modeling of Case 4 showed no region of high tensile stress
passing through the spheno-occipital synchondrosis. Interestingly,
Case 4 involved the youngest child and one of the most massive
vehicles (moving van). This result may suggest that the material
model should be altered as a function of age, especially for the
very young pediatric patient. Autopsies also revealed fractures con-
necting the loading sites through the basicranium in all four cases.
The models showed regions of high tensile stress in this region for

FIG. 7—(Case 2) Crushing injury to the skull of a 6-year-old. Diagrams of (a) clinically observed fractures and (b) an overlay of the highest 20% of
principal tensile stresses produced from a FE model. White cranial margins represent contact of applied forces (ground and tire). The arrows in (b) indicate
the directions of tension on the cranium.

FIG. 8—(Case 3) Crushing injury to the skull of a 3-year-old. Diagrams of (a) clinically observed fractures and (b) an overlay of the highest 20% of
principal tensile stresses produced from a FE model. White cranial margins represent contact of applied forces (ground and tire). The arrows in (b) indicate
the directions of tension on the cranium.
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Cases 1–3, although the tensile stresses in Case 4 did not seem to
follow the same pattern. Intact cranial vaults were also present in
three of four cases. The models displayed no significant levels of
stress on the vault that would be expected to cause fracture. It is
possible that the mass of the vehicle (grain wagon) caused exces-
sive fracture propagation that was not able to be modeled in Case
3. All of the fracture-related observations seen in the current study
showed similarities to experimentally developed fractures on adult
cadaver skulls (2) suggesting that these patterns of quasi-static load-
ing of the cranium may be somewhat age independent, except for
the very young patient, likely as a function of cranial geometry,
which would remain essentially the same throughout life.

In summary, a simple model of a cranium subjected to clinically
observed bilateral crushing forces was largely able to predict the
characteristics of the developed fracture patterns. The results of this
study were not meant to propose that the theoretical stresses devel-
oped on this simplified cranial model actually predict an arbitrary
fracture pattern developed clinically. These results do show that a
simplified analysis of tensile stresses developed from some basic
information on boundary loads and locations on the cranium could
generate patterns of high tensile stress that are consistent with clini-
cal fractures. The four cases, in conjunction with the FE model,
suggest that crania subjected to bilateral crushing forces tend to
fracture in predictable ways. Further, the regions of high tensile
stress that develop between the locations of loading on the pediatric
cranium coincide with the locations of tensile fracture.

The predictability of this pediatric cranial fracture pattern has
practical application. Medical examiner and coroner death investi-
gations attempt to establish circumstances of injury. In cases of
unknown or questionable circumstances, this fracture pattern would
suggest a particular mechanism of injury consistent with a heavy
wheeled vehicle. The described fracture pattern would be less con-
sistent with other, more common injuries such as those sustained in
motor vehicle collisions (ejection or internal tumbling) and in the
setting of inflicted blunt trauma. This information may prove rele-
vant in clarifying unexplained perimortem events in cases of crush-
ing injuries to the pediatric cranium, particularly if information
from examination of skin and scalp is not possible because of
skeletonization.
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DNA Typing for the Identification of Old
Skeletal Remains from Korean War Victims*

ABSTRACT: The identification of missing casualties of the Korean War (1950–1953) has been performed using mitochondrial DNA (mtDNA)
profiles, but recent advances in DNA extraction techniques and approaches using smaller amplicons have significantly increased the possibility of
obtaining DNA profiles from highly degraded skeletal remains. Therefore, 21 skeletal remains of Korean War victims and 24 samples from biological
relatives of the supposed victims were selected based on circumstantial evidence and ⁄ or mtDNA-matching results and were analyzed to confirm the
alleged relationship. Cumulative likelihood ratios were obtained from autosomal short tandem repeat, Y-chromosomal STR, and mtDNA-genotyping
results, and mainly confirmed the alleged relationship with values over 105. The present analysis emphasizes the value of mini- and Y-STR systems
as well as an efficient DNA extraction method in DNA testing for the identification of old skeletal remains.

KEYWORDS: forensic science, DNA typing, skeletal remains, DNA extraction, mitochondrial DNA, autosomal short tandem repeat,
Y-chromosomal short tandem repeat, mini-STR

To identify the remains of service members missing in the Korean
War (1950–1953), a population-based, DNA-focused identification
system has been implemented since 2000 by the Ministry of National
Defense Agency for Killed in Action Recovery and Identification
(MAKRI, http://www.withcountry.mil.kr) in Korea. The remains of
several missing casualties have been identified and returned to their
families on the basis of circumstantial evidence and matching results
of mitochondrial DNA (mtDNA) profiles. To match genotyping
results, mtDNA profiles from the skeletal remains of missing casual-
ties were compared on a regional scale in a batch mode to the
mtDNA profiles obtained from reference samples of biological rela-
tives of supposed victims based on circumstantial evidence and reli-
able testimonies of surviving witnesses. However, mtDNA testing
alone is not sufficiently informative to provide positive identification,
and usable references are limited to maternal relatives. Accordingly,
analysis of additional genetic markers is required to confirm the
alleged relationship between missing casualties and their relatives.

In general, the acquisition of genotyping results for multiple DNA
markers from old skeletal remains is assumed to be difficult because
of the age and condition of the remains. However, recent advances
in DNA extraction techniques and approaches using smaller ampli-
cons have significantly increased the possibility of obtaining DNA
profiles from highly degraded skeletal remains (1–13). To facilitate
the collection of DNA profiles from the skeletal remains of war
victims, a simple and effective DNA extraction method has been

developed in Korea, and modified primer sets for analysis of the
mtDNA hypervariable (HV) sequence and several mini-short tandem
repeat (mini-STR) systems for autosomal STR and Y-chromosomal
STR (Y-STR) analysis have been designed (8,12).

Skeletal remains of 21 Korean War victims and 24 samples from
biological relatives of the supposed victims were selected and ana-
lyzed by employing a recently developed method for efficient
DNA extraction and generating autosomal STR and Y-STR results
using three commercial STR systems (AmpFlSTR� Identifiler�,
AmpFlSTR� MiniFiler�, and AmpFlSTR� Yfiler�; Applied Bio-
systems, Foster City, CA) and two in-house mini-STR systems (the
miniplex NC01 plus and Y-miniplex plus systems) to confirm
alleged relationships.

Materials and Methods

Sample Preparation and Pulverization of Skeletal Remains

Long bones were used for the genetic identification of skeletal
remains of 21 Korean War victims. To remove potential contami-
nation, the outer surface of bone samples was sanded using a motor
drill with a dental bur. Each sample was cut into small pieces using
a dental diamond disk and irradiated with ultraviolet (UV)-light at
254 nm and 120,000 ljoules ⁄cm2 for 2 · 15 min with the bone
rotated 180� between each exposure. Three to five pieces of each
bone sample were pulverized by cryogenic grinding using liquid
nitrogen and a SPEX 6750 Freezer ⁄Mill (SPEX CertiPrep,
Metuchen, NJ). The bone powder was transferred to a 15-mL tube
and stored at )20�C until DNA extraction.

DNA Extraction from Skeletal Remains

For complete physical dissolution of bone samples, 0.5 g of bone
powder was incubated in 15 mL of extraction buffer (0.5 M
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EDTA, 0.5% SDS) with 3 mg of proteinase K at 56�C for 48 h.
Before recovering DNA from the solution, the sample was further
treated with an additional 3 mg of proteinase K at 56�C for 1 h.
DNA recovery and purification was performed using a QIAamp�

Blood Maxi column (Qiagen, Hilden, Germany) and buffers from
the QIAquick� PCR purification kit (Qiagen). Five volumes of buf-
fer PB from the QIAquick� PCR purification kit were added to the
solution, and the mixture was passed through a QIAamp� Blood
Maxi column. The column was washed with 15 mL of buffer PE
from the QIAquick� PCR purification kit, and DNA was eluted
using 2 mL of double-distilled (dd) H2O. The eluted DNA was
then concentrated using a QIAamp� Mini spin column (Qiagen)
and buffers from the QIAquick� PCR purification kit. Five
volumes of buffer PB were added to the 2 mL sample, and the
mixture was applied to the QIAamp� Mini spin column. After
washing with 750 lL of buffer PE, the final extract was obtained
by elution with 50 lL of ddH2O. The DNA extraction procedure
was performed independently at least twice for each sample (see
details at http://forensic.yonsei.ac.kr/protocols).

DNA Quantification Using Quantitative Real-Time PCR

Human genomic DNA content was determined using the
Quantifiler� Human DNA Quantification Kit (Applied Biosys-
tems), and 7500 Real-Time PCR System (Applied Biosystems)
with modified reduced-scale reactions (14) consisting of 5 lL of
primer mix, 6 lL of PCR reaction mix, and 1 lL of DNA extract
in a final reaction volume of 12 lL. The set of eight dilutions of
standard DNA were used as the DNA quantification standard, and
the thermal amplification protocol was performed following the
manufacturer’s recommendations. All samples were assayed in
duplicate, and data collection was conducted at a threshold of 0.2
and a baseline of 3–15. The results for the internal PCR control
(IPC) from each assay were monitored to evaluate the presence of
PCR inhibitors.

PCR Amplification and Sequencing of mtDNA Hypervariable
Regions in Skeletal Remains

To amplify mtDNA HV regions, HV1 (nucleotide position [n.p.]
16024–16365), HV2 (n.p. 73–340), and HV3 (n.p. 438–574) primer
pairs were chosen depending on the level of sample degradation
and the desired amplicon (Fig. 1). This modified set of primers
allowed efficient amplification of mtDNA, with reduced effects of
HV1 length heteroplasmy, nucleotide variability, and PCR amplifi-
cation conditions (Table 1). Among the primers of the Armed
Forces DNA Identification Laboratory (AFDIL) (6,7), primers
whose efficiencies were influenced by frequent mutations or by
PCR conditions were preferentially redesigned. In particular, prim-
ers were designed so that the first to third nucleotides from the 3¢
end of each redesigned primer were located at nucleotide positions
with a low mutation frequency (1.0% or less) in the three major
world population groups (European, Asian, and African). In addi-
tion, primers that produced amplicons having too much or too little
overlap with adjacent PCR products to do direct sequencing of
amplicons were also redesigned.

PCR was performed in a reaction mixture of 25 lL total volume
containing 2 lL of template DNA, 2.5 U of AmpliTaq Gold�

DNA Polymerase (Applied Biosystems), 2.5 lL of Gold ST*R
10· Buffer (Promega, Madison, WI), and 0.6 lM each primer.
Thermal cycling was conducted on a PTC-200 DNA engine (MJ
Research, Waltham, MA) using the following conditions: 95�C for
11 min; 42 cycles of 95�C for 20 sec, 50�C for 20 sec, and 72�C

for 30 sec; and a final extension at 72�C for 7 min. PCR products
were purified with the QIAquick� PCR purification kit.

Sequence analysis was performed with the BigDye� Terminator
v3.1 Cycle Sequencing Kit (Applied Biosystems) on an ABI 3730
DNA Analyzer (Applied Biosystems). Primers used for sequencing
analysis were the same as the primers used in PCR amplification.
The sequencing results for mtDNA HV1, HV2, and HV3 were

FIG. 1—Primer schemes for the amplification of mtDNA hypervariable
regions from highly degraded specimens. Primer nomenclature designates
the 5¢ end nucleotide position within the rCRS (26). Primers identical to
those of the Armed Forces DNA Identification Laboratory (AFDIL) are indi-
cated with an asterisk (*) and poly C-stretches are indicated by a box.

TABLE 1—Primer sequences for amplification and sequencing of the
mtDNA control region.

Primer Sequence (5¢ to 3¢)

F15975 CTC CAC CAT TAG CAC CCA AA
F15989* CCC AAA GCT AAG ATT CTA AT
F16088 TGT ATT TCG TAC ATT ACT GC
F16159 CAT AAA AAC CCA ATC CAC AT
F16258 ACC CCT CAC CCA CTA GGA TA
F16327 CCG TAC ATA GCA CAT TAC AGT C
R16153 CAG GTG GTC AAG TAT TTA TGG
R16233� TGA TAG TTG AAG GTT GAT TGC TGT
R16255* CTT TGG AGT TGC AGT TGA TG
R16322m TGG CTT TAT GTA CTA TGT ACT G
R16410m GAG GAT GGT GGT CAA GGG A
F015* CAC CCT ATT AAC CAC TCA CG
F034m GGG AGC TCT CCA TGC ATT T
F120 CGC AGT ATC TGT CTT TGA TTC C
F155* TAT TTA TCG CAC CTA CGT TC
F220m TGC TTG TAG GAC ATA ATA ATA ACA
F314 CCG CTT CTG GCC ACA GCA CT
F403* TCT TTT GGC GGT ATG CAC TTT
R187 CGC CTG TAA TAT TGA ACG TA
R240* TAT TAT TAT GTC CTA CAA GCA
R261 GCT GTG CAG ACA TTC AAT TGT T
R285* GTT ATG ATG TCT GTG TGG AA
R389* CTG GTT AGG CTG GTG TTA GG
R568 GTG TCT TTG GGG TTT GGT TG
R614 TTT CAG TGT ATT GCT TTG AGG A
R635 GAT GTG AGC CCG TCT AAA CA

*Primers identical to those of the Armed Forces DNA Identification Lab-
oratory (AFDIL) (6,7).

�A mismatched nucleotide of R16233 relative to the rCRS (26) is
underlined.
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analyzed using sequencing analysis Software Version 3.4 (Applied
Biosystems) and Sequence Navigator 1.0.1 (Applied Biosystems).

Quality Analysis of mtDNA Sequence Data

To ensure sequencing data quality, duplicate amplifications were
sequenced in double strand (e.g., both the forward and reverse
directions), and the resultant consensus sequences were used for
further analysis. However, separate analysis of the HV segments of
mtDNA risks producing artificial recombination (15), and phyloge-
netic investigations and database screening are known to facilitate
the detection of possible errors in a dataset.

Therefore, to confirm the absence of artificial recombination or
other errors, the most probable mtDNA haplogroups were estimated
using the mtDNAmanager program (http://mtmanager.yonsei.ac.kr)
(16). If a certain mtDNA sequence was annotated with the same
expected and estimated haplogroups, the sequence was considered
to possess the complete mutation motif for the corresponding
haplogroup with little possibility of artificial recombination. For
data without both of the haplogroup affiliations or that showed dis-
cordance between expected and estimated haplogroups, the primary
sequence was rechecked for possible errors because of contamina-
tion or sample mix-up.

PCR Amplification of Autosomal STRs in Skeletal Remains
with a Commonly Used STR Kit

Amplification was performed using the AmpFlSTR� Identifiler�

PCR Amplification Kit (Applied Biosystems) with reduced-scale
reaction mixtures consisting of 3.8 lL of PCR mix, 2.0 lL of pri-
mer mix, 2.5 U of AmpliTaq Gold� DNA Polymerase, and 2.0 lL
of template DNA in a final reaction volume of 10 lL. Thermal
cycling was conducted on a GeneAmp PCR system 9600 (Applied
Biosystems) under the following conditions: 95�C for 11 min,
96�C for 1 min; 10 cycles of 94�C for 30 sec (then ramp 68 sec to
59�C), 59�C for 30 sec (then ramp 50 sec to 70�C), 70�C for
45 sec; 23 cycles of 90�C for 30 sec (then ramp 60 sec to 59�C),
59�C for 30 sec (then ramp 50 sec to 70�C), 70�C for 45 sec, and
a final extension at 60�C for 45 min.

PCR Amplification of Autosomal STRs in Skeletal Remains
Using Size-Reduced Amplicons

Amplification was performed using AmpFlSTR� MiniFiler�
PCR Amplification Kit (Applied Biosystems) and the in-house
miniplex system NC01 plus. To complement the amplification with
the commonly used autosomal STR kit, amplification using the
AmpFlSTR� MiniFiler� PCR Amplification Kit was performed
with reduced-scale reaction mixtures consisting of 4.0 lL of PCR
mix, 2.0 lL of primer mix, 1.5 U of AmpliTaq Gold� DNA Poly-
merase, and 2.0 lL of template DNA in a final reaction volume of

10 lL. Thermal cycling was conducted on a PTC-200 DNA engine
under the following conditions: 95�C for 11 min; 32 cycles of
94�C for 20 sec, 59�C for 120 sec, 72�C for 60 sec; and a final
extension at 60�C for 45 min.

To obtain more genetic data from degraded samples using small-
size amplicons, amplification using in-house miniplex NC01 plus
was performed with reaction mixtures consisting of 2.0 lL of tem-
plate DNA, 1.5 U of AmpliTaq Gold� DNA Polymerase, 1.0 lL
of Gold ST*R 10· Buffer, and an appropriate concentration of
each primer in a total volume of 10 lL (Table 2). Thermal cycling
was conducted on a PTC-200 DNA engine under the same condi-
tions used for the AmpFlSTR� MiniFiler� PCR Amplification
Kit.

PCR Amplification of Y-STRs in Skeletal Remains with a
Commonly Used Y-STR Kit

Amplification was performed using the AmpFlSTR� Yfiler�
PCR Amplification Kit (Applied Biosystems) with reduced-scale
reaction mixtures consisting of 3.7 lL of PCR mix, 2.0 lL of pri-
mer mix, 4.0 U of AmpliTaq Gold� DNA Polymerase, and 2.0 lL
of template DNA in a final reaction volume of 10 lL. Thermal
cycling was conducted on a GeneAmp PCR system 9600 under the
same conditions used with the AmpFlSTR� Identifiler� PCR
Amplification Kit, except that an additional amplification cycle was
used (24 instead of 23 cycles of 90�C for 30 sec [then ramp 60 sec
to 59�C], 59�C for 30 sec [then ramp 50 sec to 70�C], 70�C for
45 sec).

PCR Amplification of Y-STRs in Skeletal Remains Using
Size-Reduced Amplicons

To complement the amplification with the commonly used Y-
STR kit, an in-house Y-miniplex plus system was developed, which
is capable of amplifying eight Y-STR loci (DYS385, DYS390,
DYS391, DYS392, DYS438, DYS439, and DYS635) with reduced
PCR product sizes relative to currently used commercial kits
(Fig. 2). The amplification was performed with reaction mixtures
consisting of 2.0 lL of template DNA, 2.5 U of AmpliTaq Gold�

DNA Polymerase, 1.0 lL of Gold ST*R 10· Buffer, and the
appropriate concentration of each primer in a total volume of
10 lL (Table 3). Thermal cycling was conducted on a PTC-200
DNA engine under the same conditions as the AmpFlSTR� Mini-
Filer� PCR Amplification Kit, except that 33 instead of 32 ampli-
fication cycles were used.

Generation and Interpretation of STR Genotype Data in
Skeletal Remains

Two separate PCR amplifications were performed for duplicate
DNA extracts (1st and 2nd DNA extracts) of each sample of

TABLE 2—Primer sequences and concentrations of the optimized miniplex NC01 plus system.

Locus Dye Sequence (5¢ to 3¢) Final Concentration (lM)

D10S1248 6-FAM TTA ATG AAT TGA ACA AAT GAG TGA G 1.30
GCA ACT CTG GTT GTA TTG TCT TCA T* 1.30

D14S1434 VIC TGT AAT AAC TCT ACG ACT GTC TGT CTG 0.20
GAA TAG GAG GTG GAT GGA TGG* 0.20

D22S1045 NED ATT TTC CCC GAT GAT AGT AGT CT 0.13
GCG AAT GTA TGA TTG GCA ATA TTT TT* 0.13

TPOX PET CTT AGG GAA CCC TCA CTG AAT G 0.55
GTC CTT GTC AGC GTT TAT TTG C 0.55

*The 5¢ guanine residue promoting adenylation at the 3¢ end of the opposite strand is underlined.
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skeletal remains. The products of multiplex PCR were analyzed by
capillary electrophoresis using the ABI PRISM� 310 Genetic Ana-
lyzer (Applied Biosystems). The fragment sizes were determined
using genescan

� 3.7 software (Applied Biosystems), and the allele
designations were made using genotyper

� 3.7 software (Applied
Biosystems). To confirm data quality, an allele was scored when
its peak height was above the interpretational threshold of 75 RFU
(i.e., three times the standard deviation of the noise), and alleles
with a peak height of £15% of the highest allele in each locus
were not scored. Then, according to the low copy number DNA
interpretation rule (i.e., replicate analyses were performed, with
duplicate results obtained prior to reporting alleles) (17), a consen-
sus profile was generated only when an allele was present at least
three times in four replicate PCRs.

DNA Typing of the Relatives of the Supposed Victims

On the basis of circumstantial evidence and matching results of
mtDNA profiles, 24 biological relatives of the supposed victims
were selected for comparative DNA typing with the remains. Blood
or buccal swab samples were obtained, and genomic DNA was
extracted using a QIAamp� DNA Mini Kit. PCR amplification of
the mtDNA was performed using 1–2 ng of template DNA and
F15975 and R635 as primers. Primers used for sequencing were
F15975, F16327, F155, F314, R16410m, R240, R568, and R635,
and detailed protocols for PCR and sequencing of the mtDNA con-
trol region are available at http://forensic.yonsei.ac.kr/protocols.
STR analyses using AmpFlSTR� Identifiler� and AmpFlSTR�

Yfiler� PCR Amplification Kits were performed with reduced-

scale reactions following the manufacturer’s recommended thermal
amplification protocol. In addition, the analysis using the miniplex
NC01 plus system was performed as for skeletal remains, except
that 27 cycles of amplification were used during thermal cycling.

Calculation of Likelihood Ratios

To confirm the alleged relationship, the likelihood ratios (LRs)
for the proposition that the individuals have the stated relationship
versus the proposition that they are unrelated were obtained by
multiplying LRs based on autosomal STR, Y-STR, and mtDNA
analysis results. LRs based on autosomal STR results were calcu-
lated using the AS-STRmanager program (Shin, Korea, unpublished
data) and a database of 679 unrelated Koreans according to the
method of Buckleton and Triggs (18–20). When calculating the
cumulative LRs for autosomal STR using multiple PCR amplifica-
tion systems, the frequency of the shared loci was considered only
once. LRs based on Y-STR and mtDNA results were obtained
using the inverse of the frequency of Y-STR and mtDNA haplo-
types observed from databases of 708 unrelated Korean males and
593 unrelated Koreans, respectively (21,22), and were estimated by
accounting for the uncertainty because of sampling errors (23). To
calculate the cumulative LRs including Y-STR data, the Y-STR
haplotype was considered only once (24). Accordingly, when using
results from both the AmpFlSTR� Yfiler� and the Y-miniplex
plus, a haplotype was obtained from all conclusive loci of the
AmpFlSTR� Yfiler� and the Y-miniplex plus system for each
individual sample. In consideration of allelic drop-out, a partial
match was allowed for the calculation of Y-STR haplotype
frequencies.

Results and Discussion

DNA Extraction and Quantification

To maximize DNA yield, a large-scale silica-based extraction
method combined with complete demineralization was employed.
Real-time PCR quantification showed that the majority of the tested
samples produced 5 ng or more DNA (>100 pg ⁄ll) from 0.5 g of
bone powder (Table 4). DNA yields varied slightly between the
first and the second extractions, but a consistently high DNA yield
was observed in almost all samples except for SR0014 and
SR0135 (<30 pg ⁄lL). The IPC assay included in the Quantifiler�
Human DNA Quantification Kit confirmed that PCR inhibitors

FIG. 2—Schematic of the Y-miniplex plus system illustrating fluorescent
dye labels and relative PCR product size ranges. The upper lane indicates
6-FAM-labeled loci, the middle lane indicates VIC-labeled loci, and the bot-
tom lane indicates NED-labeled loci. PCR product size ranges correspond
to the allelic ladder size ranges for the eight loci in the Y-miniplex plus sys-
tem, but the mobility of DYS439 was modified by adding six hexaethylene
oxide (HEO) units to the fluorescence-labeled DYS439 primer.

TABLE 3—Primer sequences and concentrations of the optimized Y-miniplex plus system.

Locus Dye Sequence (5¢ to 3¢) Final Concentration (lM)

DYS385 6-FAM GAA GGA AGG AAG GAA GGG AAA* 0.30
TAA GGG CTG CTG ACC AGA TT 0.30

DYS390 VIC CTG CAT TTT GGT ACC CCA TA 0.11
GCA ATG TGT ATA CTC AGA AAC AAG G 0.11

DYS391 6-FAM TTC AAT CAT ACA CCC ATA TCT GTC 0.36
GAT AGA GGG ATA GGT AGG CAG GC* 0.36

DYS392 VIC AAA AGC CAA GAA GGA AAA CAA A 0.12
GAA ACC TAC CAA TCC CAT TCC TT* 0.12

DYS438 NED TGG GGA ATA GTT GAA CGG TAA 0.28
GCT GGG CAA CAA GAG TGA AAC T*� 0.28

DYS439 6-FAM (HEO)6-ACA TAG GTG GAG ACA GAT AGA TGA T� 0.12
GTG GCT TGG AAT TCT TTT ACC C* 0.12

DYS635 NED GGC TTC TCA CTT TGC ATA GAA TC 0.26
ACC AGC CCA AAT ATC CAT CA 0.26

*The 5¢ guanine residue promoting adenylation at the 3¢ end of the opposite strand is underlined.
�Newly designed primer used in the present study.
�HEO, hexaethylene oxide.
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were successfully removed from all of the extracted DNAs, with a
majority showing CT values of <29.

mtDNA Analysis from Skeletal Remains

The mtDNA HV region sequences were successfully determined
in all of the 21 skeletal remains using midi- and ⁄ or mini-primers.
In addition to producing small PCR amplicons, the primers were
designed to minimize the effects of nucleotide variability and PCR
amplification conditions, and accordingly, the mtDNA sequences of
55-year-old skeletal remains were amplified with ease and high
efficiency. Estimation of the most probable mtDNA haplogroups
was also successfully performed in all samples, thereby confirming
the absence of artificial recombination.

Autosomal STR Genotyping from Skeletal Remains

The success rate of autosomal STR genotype determination was
calculated for 21 skeletal remains amplified using two commercial
PCR systems (AmpFlSTR� Identifiler� and AmpFlSTR�

MiniFiler�) and an in-house PCR system (miniplex NC01 plus)
(Tables 5 and 6). Of 15 autosomal STR loci included in the
AmpFlSTR� Identifiler� Kit, nine STRs could be re-genotyped
using reduced-size amplicons with AmpFlSTR� MiniFiler� and
the miniplex NC01 plus system, which considerably increased the
success rate at these loci; all eight AmpFlSTR� MiniFiler� loci
and TPOX in the miniplex NC01 plus system had a success rate of
85% or higher (Table 6). Specifically, the smaller the amplicon
size, the higher the success rate increased (57.1% increase for
CSF1PO vs. 9.5% increase for D21S11). Moreover, four loci in the
miniplex NC01 plus system (including TPOX) showed a 100%
success rate in genotyping because of their very small amplicon
size. Using the reduced-size amplicons of AmpFlSTR� MiniFiler�
and the in-house miniplex NC01 plus system as a complement to
AmpFlSTR� Identifiler�, samples from all 21 skeletal remains pro-
duced successful STR typing results (the mean number of success-
fully genotyped loci was 17.2 out of 18 loci) (Table 5). Significant
improvement in the mean number of successfully genotyped loci
was observed in samples of lower quality, which demonstrated the
usefulness of the mini-STRs in the genotyping of highly degraded

TABLE 4—DNA concentrations and CT values for the IPC determined using the Quantifiler� Human DNA Quantification Kit from 55-year-old skeletal
remains (n = 21).

Number Skeletal Sample

First DNA Extraction (50 lL) Second DNA Extraction (50 lL)

Concentration (pg ⁄ lL) IPC* (CT
�) Concentration (pg ⁄ lL) IPC* (CT

�)

1 SR0001 339.5 € 09.02 27.8 € 0.00 160.6 € 24.26 28.1 € 0.10
2 SR0002 213.5 € 15.83 27.7 € 0.01 319.7 € 53.33 28.1 € 0.02
3 SR0004 783.6 € 20.51 27.9 € 0.16 361.4 € 09.90 28.1 € 0.07
4 SR0008 613.6 € 04.53 28.9 € 0.01 318.0 € 14.76 28.1 € 0.10
5 SR0011 106.1 € 05.49 28.5 € 0.03 82.3 € 20.83 28.2 € 0.05
6 SR0012 84.3 € 05.70 27.9 € 0.06 29.6 € 03.11 28.0 € 0.17
7 SR0014 28.7 € 20.69 28.0 € 0.03 27.2 € 16.81 29.5 € 0.13
8 SR0015 119.0 € 04.15 28.2 € 0.06 211.7 € 11.20 27.7 € 0.02
9 SR0016 81.5 € 10.46 28.1 € 0.08 60.2 € 06.30 27.4 € 0.13
10 SR0017 70.6 € 11.54 27.2 € 0.08 91.3 € 30.38 28.6 € 0.07
11 SR0018 176.2 € 06.73 28.1 € 0.06 266.6 € 01.42 27.7 € 0.06
12 SR0078 161.8 € 14.49 28.2 € 0.08 295.4 € 14.60 28.2 € 0.01
13 SR0079 190.7 € 31.71 28.5 € 0.20 224.5 € 03.38 31.3 € 0.24
14 SR0080 169.2 € 47.35 28.1 € 0.10 146.4 € 04.40 28.4 € 0.28
15 SR0081 274.4 € 38.36 28.3 € 0.03 305.1 € 59.13 29.0 € 0.23
16 SR0083 51.2 € 10.75 27.6 € 0.15 68.7 € 18.25 28.4 € 0.13
17 SR0135 23.5 € 05.20 27.7 € 0.01 73.4 € 17.11 27.6 € 0.02
18 SR0221 303.1 € 44.53 27.2 € 0.01 416.2 € 48.97 27.5 € 0.23
19 SR0315 232.9 € 01.28 28.0 € 0.10 129.7 € 15.03 28.0 € 0.12
20 SR4003 57.3 € 08.88 30.2 € 0.09 74.1 € 05.64 29.2 € 0.32
21 SR7001 486.8 € 03.15 27.8 € 0.14 518.5 € 82.13 28.2 € 0.08

*Internal PCR control.
�Threshold cycle for log phase amplification of IPC.

TABLE 5—Mean number of loci successfully genotyped with the AmpF‘STR� Identifiler� Kit, AmpF‘STR� MiniFiler� Kit, NC01 plus system, AmpF‘STR�

Yfiler� Kit, and Y-miniplex plus system from 55-year-old skeletal remains.

Sample Quality* No. of Samples

Autosomal STR Loci� Y-STR Loci�

AmpF‘STR� Identifiler� AmpF‘STR� MiniFiler� NC01 Plus AmpF‘STR� Yfiler� Y-miniplex Plus

Low 7 6.7 12.1 15.7 8.7 11.6
Medium 8 12.0 14.6 18.0 12.4 14.8
High 6 14.8 15.0 18.0 16.5 17.0
Total 21 11.0 13.9 17.2 12.3 14.3

*Sample qualities were classified into three groups according to the number of successfully genotyped loci using the AmpF‘STR� Identifiler� Kit; low
(0–10 loci), medium (11–13 loci), and high (14–15 loci).

�Mean number of autosomal STR loci successfully genotyped using the AmpF‘STR� Identifiler� Kit and by serially adding the AmpF‘STR� MiniFiler�
Kit, and the NC01 plus system.

�Mean number of Y-STR loci successfully genotyped using the AmpF‘STR� Yfiler� Kit with or without the Y-miniplex plus system.

1426 JOURNAL OF FORENSIC SCIENCES



DNA. Except for SR0014, which had a very low DNA yield, all
samples were successfully genotyped at 11 or more loci using
AmpFlSTR� Identifiler� and AmpFlSTR� MiniFiler�, and 15 or
more loci by adding the miniplex NC01 plus system (the mean
number of successfully genotyped loci was 17.6).

Y-STR Genotyping from Skeletal Remains

Although paternal male relatives were reported in only 18
supposed victims, all 21 skeletal remains were genotyped using
AmpFlSTR� Yfiler� and the in-house Y-miniplex plus system.
The success rate of Y-STR genotype determination at each locus
and the mean number of successfully genotyped loci for each sam-
ple were calculated (Tables 5 and 7). On the same principle as for
autosomal STR genotyping in skeletal remains, the in-house
Y-miniplex plus system considerably increased the success rate at
the eight size-reduced loci (e.g., 52.3% increase for DYS392 and
33.4% increase for DYS635), thereby producing an overall success
rate of over 70% except for DYS19, DYS448, and DYS389II

(Table 7). The mean number of successfully genotyped loci per
sample also demonstrated that the use of the in-house Y-miniplex
plus system as a complement to AmpFlSTR� Yfiler� improved
the Y-STR genotyping efficiency (14.3 of 17 loci), and this effect
was more evident in samples of low quality (Table 5).

In comparison with a previous report by the authors using
reduced-size amplicons for Y-STR genotyping of skeletal remains
(12), the results from the present study confirm the importance of
an efficient DNA extraction method in the DNA testing of old
skeletal remains, because four of 18 samples in the present study
(SR0004, SR0014, SR0015, and SR4003) were from the same
batch of bone powder used in the previous study; the numbers of
successfully genotyped loci in the four samples were 11, 0, 2, and
13 in the previous report and 12, 5, 11, and 16 in the present study
(data not shown).

Assessment of the Alleged Relationship

Based on circumstantial evidence and ⁄ or matching results of
mtDNA profiles, 21 skeletal remains were matched with 24 corre-
sponding alleged blood relatives. Among the 21 skeletal remains,
two (SR0004 and SR0011) were supposedly male siblings and
allegedly had a sister in common. Therefore, LRs were obtained
for 26 pairs of a victim and a relative, and the resulting values con-
firmed the alleged relationships for all 25 pairs except for that
including SR0014 (Table 8). Poor DNA profiles were obtained
from SR0014 because of its extremely low DNA content; SR0014
produced genotype results at 11 autosomal STR loci, but among
these, nine were homozygotic, which could be the result of allelic
drop-out.

Except for the case of SR0014, all of the remaining 20 skeletal
remains and their 23 corresponding relatives shared a common
allele at 11 or more autosomal STR loci (16 loci on average), and
the LRs for the autosomal STR results were mostly over 250. The
use of the reduced-size amplicons of AmpFlSTR� MiniFiler� as a
complement to AmpFlSTR� Identifiler� in the genotyping of skel-
etal remains increased the cumulative LRs in 20 cases, and the
additional use of the in-house miniplex NC01 system significantly
increased the cumulative LRs in 18 cases. These results demon-
strate the value of mini-STR systems in forensic DNA testing for
the analysis of skeletal remains.

In addition, 18 skeletal remains were further compared with their
corresponding paternal male relatives using Y-STR genotyping
results. Because two skeletal remains were male siblings, 17 pairs
of victims and supposed relatives were compared and all except for
two (SR0008 and SR0014) showed a match at successfully geno-
typed loci. Because SR0008 and SR0014 had a one-repeat mis-
match at one or two loci (mismatches at DYS389I and DYS448
for SR0008, and a mismatch at GATA H4.1 for SR0014), their
LRs were calculated to include the mutation frequencies at each
corresponding locus (25). By using AmpFlSTR� Yfiler� as a
complement to the autosomal STR genotyping of skeletal remains,
the cumulative LRs were increased in 15 of 17 cases (88.2%), and
using the in-house Y-miniplex plus system in addition, 5 of 15
cases showed a further increase in the cumulative LRs (33.3%). On
average, LRs were increased 230-fold by adding Y-STR genotype
results.

In addition, because 21 skeletal remains were initially coupled
with 19 corresponding alleged relatives based on mtDNA-matching
results, their mtDNA genotyping results were integrated into the
cumulative LRs. On average, LRs were increased 192-fold by add-
ing the mtDNA genotype results. The cumulative LRs confirmed
the alleged relationship with final values over 105 in all cases

TABLE 6—Success rate of autosomal STR genotype determination using
the AmpF‘STR� Identifiler� Kit, AmpF‘STR� MiniFiler� Kit, and NC01

plus system from 55-year-old skeletal remains (n = 21).

Locus

Amplicon
Size

Reduction
(bp)

AmpF‘STR�

Identifiler� (%)
AmpF‘STR�

MiniFiler� (%)
NC01

plus (%)

D3S1358 – 21 (100.0) – –
D5S818 – 19 (90.5) – –
D8S1179 – 21 (100.0) – –
TH01 – 19 (90. 5) – –
VWA – 16 (76.2) – –
D19S433 – 20 (95.2) – –
D2S1338 183 9 (42.9) 20 (95.2) –
FGA 87 12 (57.1) 18 (85.7) –
CSF1PO 201 9 (42.9) 21 (100.0) –
D7S820 129 13 (61.9) 20 (95.2) –
D13S317 99 18 (85.7) 20 (95.2) –
D16S539 157 13 (61.9) 21 (100.0) –
D18S51 168 10 (47.6) 21 (100.0) –
D21S11 33 18 (85.7) 20 (95.2) –
TPOX 148 14 (66.7) – 21 (100.0)
D10S1248 – – – 21 (100.0)
D14S1434 – – – 21 (100.0)
D22S1045 – – – 21 (100.0)

TABLE 7—Success rate of Y-STR genotype determination using the
AmpF‘STR� Yfiler� Kit and the Y-miniplex plus system from 55-year-old

skeletal remains (n = 21).

Locus
Amplicon Size
Reduction (bp)

AmpF‘STR�

Yfiler� (%)
Y-miniplex

plus (%)

DYS19 – 13 (61.9) –
DYS389I – 19 (90.5) –
DYS389II – 9 (42.9) –
DYS393 – 21 (100.0) –
DYS437 – 16 (76.2) –
DYS448 – 12 (57.1) –
DYS456 – 21 (100.0) –
DYS458 – 21 (100.0) –
GATA H4.1 – 19 (90.5) –
DYS385 75 14 (66.7) 15 (71.4)
DYS390 49 16 (76.2) 18 (85.7)
DYS391 59 19 (90.5) 21 (100.0)
DYS392 197 9 (42.9) 20 (95.2)
DYS438 119 15 (71.4) 20 (95.2)
DYS439 89 16 (76.2) 21 (100.0)
DYS635 95 12 (57.1) 19 (90.5)
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except for SR0014 and SR7001. However, personal effects were
found around the remains of SR7001, and the alleged relative and
the victim shared a very rare mtDNA haplotype, which confirmed
their relationship and ultimately enabled the identification of the
remains.

Conclusion

Using a highly effective DNA extraction method and size-
reduced PCR fragments along with the application of the low copy
number DNA interpretation rule, DNA genotyping can be success-
fully performed for old skeletal remains. Cumulative LRs obtained
from autosomal STR, Y-STR, and mtDNA results confirmed the
alleged relationship between missing persons and their relatives
with great probabilities. The present analysis emphasizes the value
of mini- and Y-STR systems as well as an efficient DNA extrac-
tion method in the success and efficiency of forensic DNA testing
for the identification of old skeletal remains.
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Isolation and Individualization of Conceptus
and Maternal Tissues from Abortions
and Placentas for Parentage Testing in Cases
of Rape and Abandoned Newborns*

ABSTRACT: Abortion specimens are often submitted to forensic laboratories as the only piece of physical evidence in rape and incest cases.
The recovery of conceptus tissues from this evidence permits the use of paternity testing to evaluate suspects. In cases of abandoned newborns, the
recovery of maternal tissue from the placenta allows for the direct comparison of genetic profiles between the suspected mother and the biological
mother. We report on the identification and isolation of conceptus tissues from embryonic- and fetal-period abortions, and maternal tissues from
delivered placentas, by gross and low-magnification examination with manual dissection. Hundreds of single-source samples have been successfully
recovered by this method and short tandem repeat typed using standard forensic procedures. We additionally describe extraembryonic tissues that can
be recovered and typed in the absence of the embryo proper. We conclude that an expertise and protocols can be developed by forensic laboratories
for the routine analysis of this evidence.

KEYWORDS: forensic science, criminalistics, forensic biology, abortion, embryo, fetus, placenta, short tandem repeat typing, parentage
testing

Polymerase chain reaction (PCR)-based, DNA typing methods
have greatly expanded the investigative capabilities of forensic lab-
oratories by providing a means to analyze limited samples with dis-
criminating results. These advances have led to the development of
standard operating procedures for the analysis of a wide variety of
biological samples. However, many forensic laboratories view abor-
tion products and placentas from secundinae as types of evidence
beyond their analytical approach. This can be attributed to, in part,
the anatomical expertise needed to identify and isolate embryonic,
fetal, and maternal structures, in preparation for standard typing
procedures. However, through study and practice, an expertise can
be developed and the analysis of this evidence can become routine.

The authors have collectively examined several hundred abortion
specimens over a 15-year period. Most of the casework has
involved the rape of an adult woman, but cases of incest and statu-
tory rape have also been seen. The authors have investigated only
one known case of criminal abortion, which involved the investiga-
tion of an illegally operated abortion clinic. In our experience, the

abortus is usually submitted as the only piece of physical evidence
recovered in an investigation. Reportedly, many of the victims in
our casework do not initially report the crime because they fear
retaliation by the rapist. However, when the victims learn they are
pregnant, they then decide to notify the police and have a legal
abortion. The authors have also encountered cases where the rape
victim had a spontaneous abortion after which she notified the
police. The delay of weeks in reporting the crime results in the loss
of the other types of sexual assault evidence, thus leaving the abor-
tus as the single piece of physical evidence.

An abortion is the premature stoppage of development and elimi-
nation of the products of conception from the uterus (1). An abor-
tion may be spontaneous (occurs by natural causes) or induced
(occurs by human intervention). Induced abortions are performed in
the United States for medical and elective reasons. Induced abor-
tions are legal in the first trimester (13 weeks), after which the
legality varies by state (2). Common methods of inducing abortion
are as follows: (i) instrumental evacuation (suction curettage, dila-
tion and curettage [D & C], and dilation and evacuation [D & E],
(ii) medical induction by stimulation of uterine contractions and
(iii) uterine surgery (hysterotomy and hysterectomy). The abortion
method used is primarily based on the gestational age of the con-
ceptus. Instrumental evacuation is used in 97% of abortions and in
virtually all pregnancies of less than 12 gestational weeks (2).
Instrumental evacuation was the sole method used in the casework
of the authors, and most of the abortuses were less than 12 weeks
gestation. The majority of submissions in recent years have been
embryonic-period (£56 days) abortions. In these cases, the abortion
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procedure typically obliterates the embryo proper. However, extra-
embryonic tissues can be recovered from these submissions and
typed in lieu of the embryo itself. Extraembryonic structures are
derived from the fertilized ovum, but not incorporated into the
embryo. Extraembryonic structures are referred to as extrafetal
structures during the fetal period of development. Extraembry-
onic ⁄extrafetal structures are genetically identical to the embryo ⁄
fetus and include the amnion (synonymous with the amniotic
membrane or sac), the chorion (synonymous with the chorionic
membrane or sac), the chorionic plate (the part of the chorion
related to the placenta), the chorionic villi, and the umbilical cord.

The authors have additionally examined numerous secundinae
from cases of abandoned newborns, where the identification of the
biological mother is central to the investigation. The secundina con-
stitutes the structures expelled from the uterus after childbirth: the
placenta, the fetal membranes (amniotic and chorionic sacs), the
umbilical cord, and associated maternal tissue. The placenta in
abandoned newborn cases can be a key piece of evidence as it is a
source of maternal DNA. The placenta has a fetal component,
which consists of the chorionic plate and associated villi, and a
maternal component formed by the decidual layer of uterine endo-
metrium that underlies the conceptus. The recovery of maternal tis-
sue from the placenta allows for the direct, one-to-one comparison
of the biological mother’s DNA profile with that of the putative
mother (suspect).

Once the basic patterns of human development are understood,
the identification and isolation of tissues are relatively straightfor-
ward regardless of the gestational age and developmental state of
the conceptus, and the different fragmentation results of the abor-
tion procedures. Given the variation seen in casework, we will
describe our basic analytical approach and our findings in general
so as to provide the reader with a foundation from which to
approach casework.

Materials and Methods

When we began the examination of abortuses in casework, our
practice was to identify and separate all maternal, embryo ⁄ fetus
proper, and extraembryonic ⁄extrafetal tissues present in the speci-
men. This approach was taken to gain an appreciation of the types
and amounts of recoverable tissues. The process is laborious, but is
recommended for the trainee. With experience, however, our
approach has been simplified. The present practice is to screen the
specimen for suitable samples and unusual findings, such as the
presence of twins. Once the samples have been chosen and col-
lected, the remainder of the specimen is not further manipulated or
examined. This approach is efficient and effective and reduces the
risk of contamination.

The authors have found in the analysis of abortuses and secundi-
nae that the structural integrity of the tissues, and the quantity and
quality of nuclear DNA, can diminish when the specimens have
been refrigerated for more than 1 week or frozen and thawed. The
adverse effects of freezing and thawing have been observed after a
single cycle. Consequently, the authors instruct investigators to sub-
mit the specimens expeditiously in a chilled (on ice), but unfrozen
condition. Additionally, the specimens should not be treated with
formalin and other fixatives. The analysis of the specimens typi-
cally begins on the day of receipt, but if this is impracticable, the
specimen is refrigerated at 4�C and examined on the following
day.

The initial documentation of the specimens proceeds as with
other types of physical evidence. A workstation is prepared, and
personal protective equipment is used, appropriate for the handling

of potentially infectious materials, particularly volumes of liquid
blood. Given the different amounts of tissues submitted, the authors
use various types and sizes of sterile disposable containers for the
transfer, examination, and sampling of the tissue (e.g., Petri dishes,
specimen containers, centrifuge tubes, and microcentrifuge tubes).
Additionally, the authors prefer the use of sterile, single-use, dispos-
able instruments (scalpels, forceps, scissors, and probes) to simplify
decontamination.

The abortuses are typically enclosed in general use, medical
specimen containers of various sizes. The tissues are typically
unfixed and within liquid maternal blood. The examination of the
unfixed specimens generally begins with decanting the liquid blood
into a separate graduated container. The tissue mass is transferred
to a tared Petri dish, weighed on a top loading balance, and photo-
graphed. The tissue is then examined with a stereomicroscope
(EZ4; Leica Microsystems Inc., Bannockburn, IL) using incident
and transmitted light, at magnifications up to 50·. Sterile physio-
logical saline (Sigma-Aldrich, St. Louis, MO) is added as needed
to the tissue mass to facilitate the examination. The specimen is
examined for fragments of the embryo ⁄ fetus proper and extraem-
bryonic ⁄extrafetal structures. It is also evaluated for the possibility
of twins by evidence of duplicated structures. The tissue fragments
are separated with forceps and probe and individually examined.
Further dissection is typically unnecessary to obtain a piece of
embryonic or fetal tissue. Maternal tissue is also collected should
donorship become an issue. The tissue collected for DNA analysis
is rinsed with physiological saline, until the discharge is clear, to
remove the free blood. The tissue sample is then placed in a tared
Petri dish, weighed, and photographed. A piece of the sample is
subsequently excised for DNA extraction. The subsample is placed
in a tared microcentrifuge tube and weighed on an analytical bal-
ance (Discovery series, Ohaus Corporation, Pine Brook, NJ). The
tissue sample for DNA analysis can be temporally stored at 4�C
for several days or frozen at )20�C until extraction. The remainder
of the sample is placed in a separate container and stored frozen.
The remainder of the abortion products are returned to the original
container and stored frozen. The decanted blood is retained and
stored frozen in its container.

The authors have analyzed over 10 fixed specimens, which were
reportedly treated with 10% neutral-buffered formalin. The analysis
of these specimens begins with decanting the formalin. The tissues
are then removed from the container and placed in the center of a
square piece of sterile cotton gauze. The corners of the gauze are
then brought together and tied to form a sack. The sack is then
placed in a wash solution of sterile water or physiological saline,
which is repeatedly changed until the discharge is clear and the
odor of formaldehyde is faint or unperceivable. The discharge can
be brownish in color for several washes because of the elution of
fixed blood cells. High-volume washes, relative to the volume of
the tissue, are used to increase effectiveness. The use of the cotton
gauze sack reduces labor and prevents the loss of tissues through
the successive washes. After the abortion products are cleared of
formalin, the analysis basically proceeds as with fresh tissue.

The workstation and personal protective equipment used for the
examination of secundinae is basically the same as that used for
the abortuses. However, the relatively large size of the intact pla-
centa with the fetal membranes often requires the use of a stereo-
microscope mounted on a swingarm stand. The analysis of unfixed
placentas generally begins with collecting and measuring the liquid
blood in the container. The placenta is then transferred to a tared
container and weighed on a top loading balance. The specimen is
removed from the container and placed on the polyethylene side of
a clean sheet of Benchkote (Whatman, Florham Park, NJ) for
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photography and examination. The objective of the examination is
to identify and sample maternal tissues associated with the placenta,
which include the decidua and maternal blood clots. The maternal
tissues can generally be separated from the placenta by blunt dis-
section with forceps and probe; however, fine dissection with a
scalpel may sometimes be necessary. Fetal tissue samples are also
collected (usually excised pieces of the fetal membranes or umbili-
cal cord), which can serve as references if needed. The authors
have examined only one formalin-fixed placenta, which was previ-
ously cut into longitudinal sections. The sections were washed of
formalin by the method described for the formalin-fixed abortion
products.

Once the conceptus and maternal tissues are isolated from the
abortus or placenta, the samples can be processed by the same
DNA procedures used for other biological samples. We have used
an organic procedure to extract most of the tissue samples. The
organic procedure includes the following steps: (i) a cell lysis step
(incubation of sample in 400 lL of pH 8.0 extraction buffer
[10 mM Tris, 10 mM EDTA, 100 mM NaCl, 39 mM dithiothreitol,
2% SDS, 20 lL of 10 mg ⁄ mL Proteinase K; all Sigma-Aldrich, St.
Louis, MO] for a minimum of 2 h at 56�C), (ii) a phenol ⁄ chloro-
form ⁄ isoamyl alcohol (Invitrogen, Carlsbad, CA) extraction step,
and (iii) a Centricon� YM-100 (Millipore Corp., Billerica, MA)
wash, concentration, and recovery step. A notable difference in
the extraction of tissue samples versus physiological stains is the
greater resistance of tissue samples to chemical digestion. The
authors follow a general-purpose extraction procedure where sam-
ples are incubated in the lysis buffer for a minimum of 2 h at
56�C. A 2-h incubation period is generally sufficient to extract
most physiological stains; however, the digestion of the tissue sam-
ples is typically incomplete at 2 h. To ensure complete lysis, the
authors add to the tissue samples another 20-lL aliquot of
10 mg ⁄mL Proteinase K at the end of the 2-h incubation period.
The samples are then incubated at 56�C for a total of about 12 h.
This modification results in the complete digestion of the tissue
samples. Digestion can also be facilitated by cutting the sample
into smaller pieces to increase surface area. In addition to the
organic procedure, we have recently extracted embryonic ⁄ fetal tis-
sue samples with the QIAGEN EZ1 DNA Tissue kit (QIAGEN
Inc., Valencia, CA) on the QIAGEN BioRobot EZ1 Workstation
(QIAGEN Inc.); and with the DNA IQ� System (Promega Corp.,
Madison, WI) on the Biomek 2000 Laboratory Automation Work-
station (Beckman Coulter Inc., Fullerton, CA).

The quantification, amplification, and typing of the DNA sam-
ples from conceptus and maternal tissues proceeds as with most
other DNA samples. Our experience in the analysis of these tissues
includes the following: slot blot and real-time PCR DNA quanti-
fication methods, and RFLP, AmpliType� PolyMarker+DQA1
(Perkin Elmer, Foster City, CA), and short tandem repeat (STR)
typing systems (AmpFISTR� Profiler Plus�, COfiler�, and Identi-
filer� kits; Applied Biosystems, Foster City, CA). We have not
encountered any downstream difficulties with these samples which
would require deviation from manufacturer’s recommendations and
standard forensic procedures.

Results

Our results will be presented in two parts. First, we will describe
the basic anatomical findings of the gross and low-magnification
examination of abortion products and placentas, which represents a
compilation of our casework experience. Second, we will provide
qualitative and quantitative data on the STR analysis of abortuses,
which includes the DNA yields of 12 recent cases.

Abortuses

The types and amounts of recoverable tissues and organs vary
with the developmental state of the conceptus and the abortion pro-
cedure. Additionally, the composition of the abortion products can
differ between cases of the same developmental state and abortion
method, presumably because of variation in the execution of the
procedure. Variation is also observed in the composition of abortion
products between embryos or fetuses of the same gestational age.
This may be attributed to differences in individual developmental
rates, but the accuracy of the age estimate must also be considered.

Embryonic Structures

Abortions performed during the embryonic period produce speci-
mens of fine to course pieces of maternal and extraembryonic tis-
sue. Early embryos are typically obliterated by the abortion
procedure, because of their small size and delicate structure. For
example, human embryos are between 2 and 3.5 mm in greatest
length at the beginning of the 4th week, and between 11 and
14 mm in greatest length at the end of the 6th week (3). Moreover,
the limb bones of embryos are initially composed of soft tissue,
i.e., mesenchyme and cartilage. Contrastingly, late embryos are lar-
ger in size and stronger in structure, which has allowed for the
recovery of embryonic tissue proper in some cases. At the end of
the embryonic period, human embryos are between 27 and 31 mm
in greatest length (3), and all major structures are present in their
rudimentary form (1). Additionally, the limb bones are beginning
to ossify at the end of the embryonic period (1). The authors have
recovered upper and lower limbs from abortions reportedly per-
formed at the end of the 8th week. In these cases, individual digits
were discernable on the hands and feet under low-power
stereomicroscopy.

The recovery of tissues from the embryo proper is, however, the
exception with embryonic-period abortions. Typically, only frag-
ments of the amniotic membrane, chorionic membrane, and chori-
onic villi are found, as to embryonic tissues, in these submissions
(see Fig. 1). Occasionally, the yellowish yolk sac is found intact,
which can measure about 5 mm in diameter (see Fig. 1). The
amniotic membrane may be found in pieces or as a ruptured sac
attached at one end to a fragment of the chorion. The amnion at
this stage of development is a thin (<1 mm), delicate, transparent
membrane, which is basically homogeneous in gross appearance.

FIG. 1—Tissue fragments from a late embryonic-period abortion.
(A) Villous chorion. (B) Yolk sac. (C) Amnion.
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The membrane has a wispy appearance when floating in solution.
Fragments of the embryonic amnion can be greater than 1 cm in
length. By comparison, the embryonic chorion is thicker (>1 mm),
stronger, and opaque (see Fig. 2). The chorion can appear off-white
to pink in color, and occasionally reddish blood vessels can be seen
traversing the membrane. The chorion is substantially greater in
mass than the embryo and the amnion and shows a greater resis-
tance to tearing. Dissolution of the embryonic chorion by suction
curettage produces fine to coarse fragments, with some pieces mea-
suring centimeters in greatest dimension. Pieces of the chorion have
been identified in all embryonic-period abortions examined by the
authors. The authors have recovered pieces of the chorion from a
4–5-week pregnancy, which was discovered on autopsy of a mur-
dered woman. The fragments of the embryonic chorion are typi-
cally covered on one surface with chorionic villi. Chorionic villi
cover the entire chorionic sac until the beginning of the 8th week,
at which time the villi associated with the decidua capsularis begin
to degenerate to form the smooth chorion (1).

Chorion villi are outgrowths of the outer surface of the chorionic
membrane (see Fig. 2). Chorionic villi have the same coloration as
the chorion and are highly branched structures (see Fig. 3). The
‘‘trunk’’ of the villous ‘‘tree’’ is the main stem villus, which gives
rise to numerous branch villi. The branch villi often appear as stout
structures with round or blunt ends. Also, branch villi are fairly
uniform in width from base to end. Embryonic main stem villi can
exceed 5 mm in length. The branch villi are typically shorter than
the main stem villus.

Fetal Structures

Fetal-period abortions generally pose few analytical problems.
The increased growth and development of the fetus and extrafetal
structures facilitates the identification and recovery of the tissue
samples. The authors have recovered tissue from the fetus itself in
all fetal-period abortions. Fetal-period abortions typically result in
the gross fragmentation of the conceptus. The fragments are often
large enough to be identified with the unaided eye. Many structures
have discernable human features. The cranial, thoracic, abdominal,
and pelvic regions are often found as individual pieces. The viscera
are typically detached from the body. The brain and other nervous
system tissues are occasionally recovered, but rarely intact because
of their delicate structure. However, fragments of the head often

contain the bulbous oculi, which appear dark gray to black in color.
The limbs are well developed at this period and may be found dis-
articulated or articulated with the pectoral and pelvic girdles. Intact
or fragmented limbs have been found in all fetal-period abortions.
The vertebral column is another structure consistently found in
fetal-period abortions. The vertebral column is typically fragmented
by the abortion procedure, and some fragments may still be
attached to cranial, thoracic, and pelvic skeletal structures. The ver-
tebral column can be recognized by the alternating light and dark
bands of the vertebral bodies and intervertebral disks.

Remnants of the placenta and fetal membranes can be found in
abundance in fetal-period abortion specimens. The fetal placenta is
structurally more complex than the embryonic placenta. This differ-
ence is apparent even at the gross level. Fragments of the fetal pla-
centa, when viewed under low-power magnification, show densely
packed chorionic villi with intricate arborizations. Additionally, the
anatomical relationship between the villous chorion and the uterine
endometrium shows a greater degree of organization in the fetal
placenta, which may present difficulties in separating the fetal and
maternal tissues on dissection.

Before the end of the embryonic period, the inner ammonic sac
fuses with the chorionic sac to form the single amniochorionic
membrane (1). Fragments of the amniochorionic sac can measure
centimeters in greatest dimension. However, the enlargement of the
sac with the growth of the fetus results in a thinning of the mem-
brane. Pieces of the membrane have been found measuring 1-mm
thick. However, despite its thinness, the membrane is relatively
strong and resistant to tearing. The membrane in gross appearance
is a translucent sheet of tissue, off-white to red in color, and basi-
cally homogeneous in structure.

The umbilical cord is another extrafetal structure that can usually
be recovered from fetal-period abortion products, and sometimes
with embryonic-period abortions. The umbilical cord undergoes
development and growth with the embryo ⁄ fetus, and as a conse-
quence, its gross appearance will differ with age. The extent of
fragmentation of the cord by the abortion procedure will vary
between procedures and with the gestational age of the abortus.
Segments of the umbilical cord have been recovered from 9- to 12-
week abortuses that measure centimeters in length and >5 mm in
diameter. The diameter of the cord can exceed 1 cm in later abor-
tions. The normal twisting and bending of the cord can be seen
with some fragments. The surface of the cord is covered with an
epithelium that imparts a shine. The umbilical cord typically has a
mottled appearance: reddish-colored patches against a whitish

FIG. 2— Tissue fragments from an early fetal-period abortion. (A) Cho-
rionic villi attached to chorion. (B) Fetus-side of chorionic membrane. (C)
Detached chorionic villi floating in saline solution.

FIG. 3—Chorionic villi from an early fetal-period abortion.
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background. Fetal blood vessels can sometimes be seen macroscop-
ically within pieces of the cord, which aids in its identification.
These blood vessels course parallel to the long axis of the cord.

Decidual Layer of the Uterine Endometrium

Fine to course pieces of the decidual layer of uterine endome-
trium are routinely found in abortion products (see Fig. 4). Frag-
ments of the decidua can usually be recognized by the folded
mucosa, which gives the luminal surface (surface that faces the
uterine cavity) a wrinkled appearance at low magnification. Addi-
tionally, the luminal surface is marked by numerous holes, which
are the openings of the uterine glands. Fragments of the decidua
typically have a rough undersurface, often corrugated in appear-
ance, from the mechanical disruption of the fibrous connective tis-
sue layer by the abortion procedure. Decidual tissue is generally
darker in color than embryonic tissue. Abortion procedures often
fragment the decidua to produce sheets of tissue, which may be
confused with pieces of the chorionic membrane to the untrained
eye.

The Placenta in Secundinae

The placenta is commonly disk-shaped, 15–20 cm in diameter
and 2- to 3-cm thick, with a weight of 500–600 gm (1). In some
of our cases of abandoned newborns, the placenta was found
attached to the neonate by the umbilical cord. In other cases, the
umbilical cord had been severed and the placenta was found sepa-
rate near the neonate or at a distant location.

With secundinae, the umbilical cord and the ruptured amniochor-
ionic membrane are attached to the fetal surface of the placenta.
The amniochorionic membrane extends from the lateral margins of
the fetal surface of the placenta. The opposite side (underside) of
the placenta is the maternal surface, which has a cobblestone
appearance. The ‘‘cobblestones’’ are termed cotyledons, and each
cotyledon consists of a number of main stem villi with their many
branch villi (1). The villi are of fetal origin; however, the surface
of the cotyledons is covered by thin grayish shreds of decidua
basalis (maternal tissue) that separated from the uterine wall when
the placenta was extruded (1). Most of the decidua is temporarily
retained in the uterus and is shed with subsequent uterine bleeding
(1). We have recovered remnants of the decidua basalis from the
cotyledonal surface of fresh placentas in casework, but the dissec-
tion was difficult and many of the samples included fetal tissue

which resulted in maternal–fetal DNA mixtures. With the majority
of submissions, however, large blood clots were found adhering to
the maternal surface of the placenta which were easily collected
and determined to be of maternal origin.

Conceptus Tissue and DNA Yields

Late embryonic and early fetal-period abortion specimens typi-
cally have a wet weight (not including the decanted blood) of over
100 g. Of the minority of cases where we collected all identifiable
pieces of the embryo or fetus, the collective wet weight of the
pieces was 1.3–9.4% of the total wet weight of the specimen
(minus the decanted blood). However, these specimens included
tens of grams of extraembryonic or extrafetal structures. In contrast,
maternal tissue can comprise the bulk of early embryonic-period
specimens.

Nuclear DNA yields from 12 recent abortion cases are presented
in Table 1. Each sample represents a different case. Five unfixed
chorionic membrane ⁄villi samples, which ranged in wet starting
weight from 0.03 to 0.20 g, were extracted with an organic proce-
dure and gave a range of total DNA yields from 5.2 to 44.0 lg.
Three unfixed embryonic ⁄ fetal tissue proper samples, which ranged
in wet starting weight from 0.02 to 0.23 g, were extracted with an
organic procedure and gave a range of total DNA yields from 32.5
to 194.9 lg. Samples from four cases were extracted on a robotic
platform. Three formalin-fixed samples were extracted with DNA
IQ� System on the Biomek 2000 Laboratory Automation Work-
station. The wet starting weight of these samples ranged from 0.04
to 0.15 g, and the range of total DNA yields was 0.6–1.6 lg. One
unfixed chorionic villi sample was extracted with the QIAGEN
EZ1 DNA Tissue kit (QIAGEN Inc.) on the QIAGEN BioRobot
EZ1 Workstation. The sample had a wet weight of 0.05 g and a
total DNA yield of 20.9 lg.

The DNA yields given in Table 1 are typical for unfixed cho-
rion ⁄ chorionic villi samples and unfixed embryo ⁄ fetus samples—
starting with tenths or hundredths of grams of tissue, the DNA
yields tend to be in great excess of analytical requirements. The
extraction of too much tissue, in fact, can complicate downstream
procedures such as DNA ultrafiltration and quantification. In con-
trast to unfixed samples, the recovery of nuclear DNA from forma-
lin-treated tissues can be problematic. However, micrograms of
DNA were obtained from the three formalin-fixed samples given in
Table 1, but in amounts less than the unfixed tissue samples (per
gram starting weight). In our experience, the ability to obtain
nuclear DNA from formalin-fixed tissue appears to be related, at
least in part, to the length of time the tissue is exposed to formalin:

FIG. 4—Luminal surface of uterine endometrium.

TABLE 1—Nuclear DNA yields in micrograms obtained from unfixed and
formalin-fixed prenatal tissues.

Sample Type
Sample Wet
Weight (g)

Total DNA
Yield (lg) Extraction Method

Chorionic villi 0.12 11.0 Organic
Chorionic villi 0.12 5.2 Organic
Rib 0.15 74.0 Organic
Chorionic membrane 0.03 44.0 Organic
Lung 0.02 32.5 Organic
Hand 0.23 194.9 Organic
Chorionic villi 0.20 16.8 Organic
Chorionic membrane 0.20 23.9 Organic
Fixed umbilical cord 0.07 1.2 DNA IQ� system
Fixed foot bone 0.04 1.6 DNA IQ� system
Fixed arm muscle 0.15 0.6 DNA IQ� system
Chorionic villi 0.05 20.9 EZ1 DNA tissue kit
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the longer the exposure, the more problematic the analysis by stan-
dard forensic methods.

STR Profiles

In the majority of cases, full (13 CODIS STR loci) single-source
profiles have been obtained from conceptus and maternal tissue
samples that were identified and isolated by the procedures previ-
ously described in this article. Tissue samples from some cases,
however, have produced partial (< 13) STR profiles as a result of
decomposition and formalin-fixation, or have produced mixed STR
profiles as a result of incomplete separation of conceptus and
maternal tissues. With most mixture cases, however, the separation
procedure did enhance the component of interest to produce a
DNA mixture profile with a clear major contributor and minor con-
tributor. In many instances, we have been able to recover and type
samples from the fetus proper and samples from the extrafetal
structures derived from the same pregnancy. In all cases, the STR
profile of the fetus was identical to that of the extrafetal tissue. We
have not seen evidence of genetic discordance between the tissue
types.

The paternity testing of abortuses proceeds as with other cases
of disputed fatherhood, but in cases of rape-induced pregnancies,
the identification is that of the biological father and the alleged
rapist. We routinely use the 13 CODIS STR loci and the codis

software to calculate the combined paternity index which we report
in casework. The comparison of STR profiles for paternity testing
on abortion cases has generally been straightforward. In many
cases, the obligate paternal allele could be determined for each
locus of the abortus profile. In some cases, however, the analysis
was complicated by the sharing of alleles by the mother and father
at one or more loci. In the analysis of parentage trios, the profile
of the alleged father has either been in complete concordance with
the genetic profile of the biological father or has differed across
many loci. We have not encountered cases where the genotypes of
the alleged father and the conceptus mismatch at only one or two
loci.

Discussion

An estimated 5% of rapes among women of reproductive age
result in pregnancy, and more than 32,000 pregnancies result from
rape each year among adult women in the United States (4). The
significant occurrence of rape-related pregnancies is reflected in our
casework. Over the past decades, crime laboratories in Los Angeles
County have received hundreds of abortion specimens from rape
and incest cases. Nationally in 1998, 105 newborns (33 deceased
and 72 alive) were found abandoned in public places (5). In Los
Angeles County, we have assisted with police investigations on ille-
gally abandoned newborns, and in our experience, it is oftentimes
difficult to establish maternity by standard STR analysis when lim-
ited to reference samples from the newborn and the putative
mother. Mitochondrial DNA (mtDNA) analysis can establish a rela-
tionship between the suspected mother and infant, but the random
match frequency estimates of mtDNA haplotypes do not approach
that of STR profiles (6). The placenta is a source of maternal tis-
sue, which can be STR typed and compared directly to the STR
profile of the putative mother. This approach circumvents parentage
calculations that are often complicated in these cases by the
absence of the putative father’s profile and the occurrence of com-
mon alleles in the profiles of the newborn and suspected mother.
The one-to-one comparison of profiles levies the full discrimination
power of STR analysis.

Our practice is to sample directly from the embryo or fetus when
possible, and the selection of the sample depends on the structures
that persist. Given equal amounts, we have found no analytical
advantage in choosing one tissue or organ over another. However,
an advantage is seen in our approach to recover and type extraem-
bryonic ⁄extrafetal structures in lieu of the absent embryo ⁄ fetus,
because it has significantly increased the number of cases capable
of analysis. The various extraembryonic ⁄ extrafetal structures previ-
ously described are equally suitable for DNA analysis, providing
that any associated maternal tissue has been removed. Additionally,
we have not seen evidence of genetic discordance between extra-
embryonic ⁄ extrafetal tissues and the embryo ⁄ fetus. However, Re-
shef et al. (7) describe a condition termed confined placental
mosaicism (CPM), where the karyotype of the fetus is different
from that of the extrafetal tissue. CPM results from a postzygotic,
mitotic event that is represented by a trisomic duplication of a
paternal or maternal allele. Importantly, Reshef et al. (7) state that
STR analysis of postzygote CPM will result in correct allele identi-
fication, but with an increase in the intensity of the duplicated
allele. Additionally, we have encountered dizygotic twins in case-
work, and their presence must be considered in the gross examina-
tion and STR analysis of abortion products. Ginsberg et al. (8)
reported a case of a dizygotic pregnancy within a monochorionic
placenta and propose the fusion of early blastomeres as the cause
of the chimerism. Ambach et al. (9) reported a case of dizygotic
twins fathered by two different men and predict a future increase
in such cases.

We cannot overemphasize the importance of educating police
departments, coroner’s offices, medical facilities, etc. on the eviden-
tiary value of abortuses and secundinae. In our experience over the
many years, the value of this evidence is sometimes realized only
after it is compromised. Most of our abortus and secundinae case-
works (from local and regional agencies) do not fall within the
jurisdiction of a medical examiner or coroner, and for various rea-
sons, which include quality assurance, we have found it prudent to
have the expertise in-house. We recommend that the specimens be
submitted in their entirety, unless they can be properly documented
and sampled by qualified personnel outside of the crime laboratory.
Through consultation, study, and practice, an expertise can be
developed in the analysis of abortuses and secundinae, which can
lead to the successful resolution of many serious criminal offenses.
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Bacterial Profiling of Soil Using Genus-Specific
Markers and Multidimensional Scaling*

ABSTRACT: Forensic identification of soil based on microbial DNA fingerprinting has met with mixed success, with research efforts rarely con-
sidering temporal variability or local heterogeneity in soil’s microbial makeup. In the research presented, the nitrogen fixing bacteria rhizobia were
specifically examined. Soils were collected monthly from five habitats for 1 year, and quarterly in each cardinal direction from the main collection
site. When all habitats were compared simultaneously using Terminal Restriction Fragment Length Polymorphism analysis of the rhizobial recA gene
and multidimensional scaling, only two were differentiated over a year’s time, however pairwise comparisons allowed four of five soils to be effec-
tively differentiated. Adding in 10-foot distant soils as ‘‘questioned’’ samples correctly grouped them in 40–70% of cases, depending on restriction
enzyme used. The results indicate that the technique has potential for forensic soil identification, although extensive anthropogenic manipulation of a
soil makes such identification much more tentative.

KEYWORDS: forensic science, terminal restriction fragment length polymorphism, rhizobia, bacterial DNA fingerprint, soil microbiol-
ogy, recombination protein A

Soil has long been considered to be of broad evidentiary value,
potentially linking a victim or suspect to a crime scene (1,2). Tradi-
tional forensic soil analysis includes observation of color and particle
size, assaying chemical features such as pH and organic content, and
evaluation of extraneous materials (2). Biological techniques have
also been used in an attempt to ‘‘fingerprint’’ soil samples, including
surveying pollen (3) or plant wax (4). More recently, the highly
variable microbial makeup of soil has been targeted as a tool for its
fingerprinting, potentially leading to the identification of a soil’s
origin (5–11).

Terminal restriction fragment length polymorphism (T-RFLP)
analysis has become one of the primary molecular techniques for
identifying and differentiating the bacterial content of biological or
physical specimens (5,12–15). In this method, a specific segment
of DNA is amplified based on conserved primer binding sites for
the polymerase chain reaction (PCR), which allows all bacterial
strains or species of interest to be scrutinized. One primer carries a
5¢ fluorescent tag for subsequent detection (13,14). The amplicons
are digested with a restriction enzyme that, based upon sequence
variability between the primer sites, produces different-sized prod-
ucts. Digested amplicons are separated and detected via capillary
electrophoresis, resulting in a bacterial profile. Specific bacterial

strains or species may be identified, or more general overall com-
parisons between or among samples can be made.

Applying bacterial T-RFLP analysis to soil in a forensic context
has met with some, although limited, success. Different soils do
generate diverse T-RFLP profiles (11,13,16) and as a rule soil pro-
files collected within a given site are more similar than are profiles
between sites (5,11,15). However, for this technique to be useful
forensically, the bacterial content of soil must be relatively homo-
geneous both spatially and temporally. For instance, it is unlikely
that a known soil sample will be collected from the exact same
location from which evidentiary material originated. Therefore, if
microbial content is heterogeneous over small distances, a DNA
profile could erroneously exclude soil from the questioned site.
Likewise, known soil samples will rarely be collected immediately
after a crime occurs; if the bacterial makeup of soil changes sub-
stantially over time, once again the origin of evidentiary soil may
be excluded in error.

In an effort to address all of these factors, we recently undertook
a spatial and temporal study of soils collected from five different
habitats in central Michigan (woodlot, yard, marsh, agricultural
field, and a sandy woodlot c. 100 miles distant) (11). Soil samples
were collected from the same location monthly for 1 year, as well
as 10 feet in the cardinal directions every 3 months. The widely
utilized 16S ribosomal RNA (rRNA) gene, present in all bacteria,
was assayed, and T-RFLP profiles were compared pairwise, based
on the similarity of peaks produced.

The results showed that bacterial profiles within a habitat were
on average more similar than among habitats. However, there were
large levels of variability within habitats both spatially and tempo-
rally. Indeed, it was not unusual to find month-to-month similarity
values that were lower within a habitat than between habitats, sug-
gesting that the forensic utility of the methodology was limited at
best, and might even be misleading. Specific reasons for this are
unclear and likely were affected by a variety of factors. Two of the
habitats, the yard and agricultural field, were heavily manipulated
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anthropogenically (including plantings and ⁄or fertilization), which
could easily influence microbial content. The distant sandy woodlot
was least similar to the other habitats, which may have resulted
directly from remoteness, but could also have been a consequence
of geological or meteorological variables. Most importantly, the
T-RFLP profiles were extremely ‘‘complex,’’ resulting from the
very large number of species assayed. The high level of variability
within and among habitats indicated that assaying all bacteria pres-
ent in soil would likely not prove to be a useful tactic for forensic
soil comparisons.

Given this, a new strategy for soil bacteria profiling was investi-
gated, in which far fewer species were considered. In this research,
the recombination protein A (recA) gene specific to the nitrogen-
fixing bacteria (rhizobia) was assayed in an attempt to simplify
T-RFLP profiles. Rhizobia form root nodules in leguminous plants
and vary by habitat and plants species present (17–19). Approxi-
mately 75 rhizobial species have been described (20), a subset of
which would be expected in any one habitat. The same soil DNAs
used in (11) were assayed, again examining bacterial profiles
within and among habitats, both spatially and temporally. Profiles
were analyzed using multidimensional scaling, which allowed more
data from each habitat to be included than did pairwise similarity
indices.

Materials and Methods

Soil DNA Isolation and Amplification

Soils were collected from the above-mentioned habitats from
September 2004 to August 2005, with DNA extracted thereafter, as
detailed in (11). The rhizobial recA gene was amplified using forward
primer 5¢-CATGCRCTGGATCCGGTCTATGC-3¢ and reverse
labeled primer 5¢-[6FAM]CTTGTTCTTGTCGACCTTGACGCG-3¢)
(18). Twenty microliter amplification reactions included 1 unit of
AmpliTaq Gold� DNA Polymerase (Applied Biosystems, Foster
City, CA), 1· of the included buffer, 2.5 mM MgCl2, 2 lL of
1 lg ⁄lL bovine serum albumin, 0.2 mM of each dNTP (Promega,
Madison, WI), and 2 lM of each primer. Cycling parameters were
an enzyme activation step of 10 min at 94�C, followed by 32 cycles
of 30 sec denaturation at 94�C, primer annealing at 55�C for 30 sec,
and a 45 sec extension at 72�C, with a final extension of 5 min at
72�C. Amplicons were visualized by separating 2 lL of the PCR
product on a 2% agarose gel along with a 100 base pair (bp) DNA
ladder (New England Biolabs, Beverly, MA). The gel was stained
with ethidium bromide, and DNA yields were estimated by compar-
ing the amplicon to the 400-bp size marker that contained c. 38 ng of
DNA.

T-RFLP Profiling

The remaining PCR product was purified as described in (11).
Amplified products were digested with RsaI, MspI, or DpnII (New
England Biolabs), using 1 unit enzyme, 1· supplied buffer, 150 ng
of PCR product as estimated by gel electrophoresis, and water to
10 lL. Digests were incubated at 37�C overnight, terminated by
heating at 75�C for 20 min, purified, and electrophoresed as in
(11), with a 10 sec injection time and 35 min separation time.

Analysis of T-RFLP Profiles

T-RFLP profiles were generated with ABI GeneMapper� ID,
version 3.1 software (Applied Biosystems, Foster City, CA). Termi-
nal restriction fragments from 40–450 bases with a peak height of

at least 50 relative fluorescent units were included. Profiles were
aligned and a matrix produced using T-Align (21), based on the
presence ⁄absence of shared peaks, with a confidence interval of 0.5
bases. The matrix was exported to Excel (Microsoft, Redmond,
WA) as a binary file. Nonmetric multidimensional scaling (MDS)
was performed in SPSS� version 15.0 (SPSS Inc., Chicago, IL),
examining site heterogeneity, the effect of time, and the ability to
differentiate among habitats. MDS is used to create a spatial repre-
sentation of the data being compared. The program interprets the
matrix data based on weighted Euclidean measurements, comparing
how similar the samples are, with those having a large number of
shared peaks being more similar. A spatial configuration of the
samples in two-dimensional space (in this case) is then created. The
dimensions have no specific value but simply plot similarities of
the samples. This allows complex data sets to be easily visualized,
with more similar samples grouping together to form clusters,
and dissimilar samples being located further away in the two-
dimensional plot.

The 12 monthly main collection sites of all five habitats were
first analyzed using MDS as a group, to determine the extent to
which the habitats could be differentiated in general. The same data
were then analyzed as habitat pairs, generating 30 random compari-
sons for each of the three restriction enzymes. Next, one of the car-
dinal direction soils, 10 feet distant from the main collection site,
was added into pairwise habitat analyses, acting as a ‘‘questioned’’
sample that should group with the known soils from a habitat if
the technique is successful. A questioned soil was rated as grouping
correctly if it plotted within 0.5 units of soils from the same habi-
tat, incorrectly if plotted within 0.5 units of soils from a different
habitat, and inconclusive if located approximately equidistant
between the two.

Results

Amplification of the RecA Gene and T-RFLP Results

RecA was successfully amplified from all but one DNA sample,
producing 135 T-RFLP profiles (exemplified in Fig. 1). Compari-
son of the 12 monthly collected soil DNAs from all habitats pro-
duced some generalizable results, in that the sandy woodlot and
woodlot tended to plot separately, while the remaining three habi-
tats (agricultural field, marsh, and yard) were not well differentiated
(Fig. 2). The restriction enzyme used did not impact the discrimina-
tion of habitats. The DpnII digested DNAs (Fig. 2a) from the

FIG. 1—An exemplary terminal restriction fragment length polymorphism
profile. Fragment size in number of bases is on the x axis and relative fluo-
rescence units are on the y axis. Fragments between 40 and 450 bases with
peaks heights 50 relative fluorescent units and greater were included in the
analysis.
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sandy woodlot and woodlot were distinguishable with little overlap
from other habitats (the exceptions being soil collected from the
marsh in September plotting similarly to woodlot samples, and soil
from the yard in December plotting with the sandy woodlot). In
contrast, the three other habitats were indistinguishable from each
other. DNAs from the sandy woodlot and woodlot digested with
RsaI (Fig. 2b) were also differentiated, with only February and
May agricultural field samples and the October woodlot sample
grouping with the sandy woodlot, while January, September, and
October marsh soils and the June agricultural field sample plotted
with the woodlot. Yard soils tended to plot in the lower left quad-
rant, with the marsh and agricultural field not being differentiated.
Plots produced from MspI digestions (Fig. 2c) generated similar

results, again generally differentiating the two woodlots, although
agricultural field soils from February and May plotted with the
sandy woodlot and woodlot, respectively. However, only one
dimension distinguished the habitats, resulting in a wide distribution
of plotted points for each habitat along the x axis.

Habitats were correctly differentiated for all enzymes when
pairwise comparisons were conducted (e.g., Fig. 3a–c). The sole
exception was the agricultural field, which was indistinguishable
from the habitat to which it was compared in ten of twelve
plots (e.g., Fig. 3d), the exceptions being comparisons with DpnII
and RsaI-digested woodlot soils. Owing to this, the agricultural
field was excluded from subsequent pairwise analyses detailed
below.

FIG. 2—Multidimensional scaling plots produced when comparing the main sampling sites on a monthly basis from all habitats. Soils from the two wood-
lots (S; sandy woodlot, W; woodlot) frequently plotted separately and are circled, while the other habitats (A; agricultural field, M; marsh, R; yard) did not.
(a) depicts a DpnII digestion, (b) an RsaI digestion, and (c) an MspI digestion. Month and year of collection are indicated with each plotted point.
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Inclusion of a Questioned Soil in Pairwise Habitat Comparisons

When 10-foot distant soils were added to the pairwise habitat
comparisons described directly above, they grouped with soils orig-
inating from the same habitat 40% to 70% of the time depending
on the enzyme used (e.g., Fig. 4a,b). Inconclusive samples (those
plotting approximately equidistant between the two habitats) varied
from 17% to 47% (Fig. 4c), and incorrect grouping ranged from
13% to 23% (Fig. 4d). Specifically, the ‘‘questioned’’ soil clustered
with the same habitat 70% of the time using DpnII, while 17%
grouped incorrectly and 13% were inconclusive. MspI ‘‘questioned’’
digestions plotted correctly 50% and incorrectly 23% of the time,
with the remaining 27% inconclusive. Finally, plots from RsaI
digestions grouped the ‘‘questioned’’ soil with soils from the same
habitat with 40% accuracy, while 13% grouped incorrectly and
47% were inconclusive.

Discussion

Previous research examining the feasibility of using T-RFLP or
similar molecular techniques to produce microbial fingerprints of

soils has met with, at best, mixed success. Given the very large
number of bacterial species ⁄ strains that exist in any given soil sam-
ple, this may stem, at least in part, from the generation of an
exceedingly complicated picture of a soil’s bacterial makeup. We
thus decided to focus on a more limited bacterial community, with
the goal of simplifying and clarifying soil bacterial fingerprints. In
addition, multidimensional scaling analysis allowed for a deeper
inclusion of available data than did similarity indices, the latter of
which only examine profile pairs, multiplying shared peaks by two
and dividing by the total number of peaks present in both (22).
This may be a major drawback in a forensic context, when the pre-
cise origin of a soil sample is unknown. In contrast, MDS can be
used to generate a matrix of similarities that are then weighted,
with peaks found in multiple habitats accentuated and background
‘‘noise’’ eliminated. The projected similarities are plotted in two-
dimensional space, resulting in easy to interpret profiles depicting
which soils group similarly.

T-RFLP profiles produced using the rhizobium-specific recA
gene were less complex than those produced via the bacterial 16S
rRNA gene (11), while still generating an adequate number of
peaks for comparison. Examining all five habitats at once generally

FIG. 3—Multidimensional scaling plots produced when performing pairwise comparisons of the main sampling sites. (a) shows a DpnII digestion of yard
(R) and woodlot (W) soils, (b) an MspI digestion of sandy woodlot (S) and woodlot (W) soils, (c) an RsaI digestion of sandy woodlot (S) and marsh (M) soils,
and (d) soils collected from the agricultural field (A) and marsh (M) digested with MspI. Due to the inability to differentiate between habitats, the agricultural
field was excluded from further pairwise comparison analysis.

FIG. 4—Multidimensional scaling plots produced when adding ‘‘questioned’’ soils (circled) collected from the four cardinal directions to pairwise compari-
sons of the main sampling sites. (a) shows a DpnII digestion of marsh (M) and woodlot (W) soils, (b) an MspI digestion of sandy woodlot (S) and yard (R)
soils, (c) an MspI digestion of sandy woodlot (S) and yard (R) soils, and (d) soils collected from the woodlot (W) and marsh (M) digested with DpnII. (a) and
(b) represent correct groupings of the questioned soil, (c) portrays an inconclusive result, and (d) an incorrect grouping of the questioned soil with the con-
trasting habitat.
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produced ambiguous (overlapping) results, although this is perhaps
not surprising given a two-dimensional scale with so many habitats
and data points. Interestingly, the woodlot and sandy woodlot were
effectively differentiated even in the five-way plots, utilizing any
of the three restriction enzymes. Only the yard was likewise differ-
entiated, in one instance (RsaI digests); the remaining habitats
producing broad, overlapping groupings. The specific reason(s) for
the differentiation of only the woodlots is unknown, although it is
notable that the sandy woodlot was also the most unique habitat
based on bacterial 16S rRNA T-RFLP analysis (11). The fact that
the sandy woodlot was 100 miles distant from the other habitats
indicates that distance might play a large role in bacterial diversity.
This has clear forensic implications, wherein large differences in
bacterial makeup between questioned and known soil samples may
indicate not just habitat variability, but spatial divergence as well.
The woodlots were also the least disturbed of the habitats, with the
agricultural field being highly manipulated (detailed below), the
yard generally being a monoculture that was mowed regularly
during the growing season, and the marsh, although much less
perturbed, being adjacent to several dwellings.

Overall, it appears that comparing five habitats at a time, each
with a dozen soil collection time points, overwhelms the ability
to differentiate them in unison. Given this, pairwise habitat anal-
yses were performed, which represent a more realistic forensic
scenario as well—where the prosecution claims soil originated
from one source while the defense identifies a contrasting loca-
tion. Pairwise comparison proved much more successful in differ-
entiating soils, again distinguishing both woodlots, but also
separating the marsh and yard as well, for all restriction enzymes
tested. A major implication of these findings is that known soil
samples can potentially be collected well after a crime occurred
without detrimental outcomes, given that time ⁄ season did not
have a substantial negative influence on the ability to group soils
from a habitat, even though samples were collected throughout a
1 year period.

In contrast to these four habitats however, the agricultural field
was not distinguishable from other habitats in 10 of 12 pairwise
comparisons, nor did its soil samples group among themselves. The
likely reason for this anomaly is the extreme amount of human
manipulation the field experienced, having undergone rounds of till-
ing, plantings, and fertilization. Soybean (a legume that relies on
rhizobia) was sown during the first summer, which was replaced
by corn the second summer. The latter crop requires extensive
nitrogen fertilization, which took place in the spring prior to its
planting. Clearly, all of these could drastically influence the bacte-
rial makeup of the soil. Tilling would also act to mix and homoge-
nize the soil, further altering its bacterial content near the surface
where soil collection took place. Such anthropogenic manipulation
may explain not only the failure of agricultural field data points to
cluster in pairwise comparisons, but also the lack of data clustering
in rhizobial profiles seen when all five habitats were compared
simultaneously.

The ultimate test of a technique designed for soil identification
is determining whether a questioned soil sample correctly groups
with known soil from a site, versus soil from an incorrect site. For
this, we utilized a subset of the soils obtained 10 feet distant from
the main soil collection location and applied them back into 90
pairwise habitat comparisons of main collection sites. These distant
soils (acting as the ‘‘questioned’’ samples) were employed as it is
possible that known samples will not be collected from the exact
spot where a questioned soil originated. It should be noted that the
nature of MDS is that all data are utilized, thus these tests did not
simply compare the distant soil to the others, but instead reanalyzed

the data with the unknown soil’s profile incorporated as part of the
overall pairwise comparison.

The 10-foot distant questioned soils grouped back with the
correct habitat soils 40–70% of the time (dependant on restric-
tion enzyme); however they also grouped with the incorrect soil
13–23% of the time. Inconclusive results (i.e., the questioned
sample grouped with neither known soil) were observed 13–47%
of the time. There was no clear pattern as to which questioned
soil grouped with its respective habitat, and only the marsh sam-
ples never incorrectly clustered with the compared habitat. This
was surprising given how well four of the habitats were clearly
differentiated in pairwise comparisons, or even in five-way com-
parisons when considering the woodlots. The fact that the marsh
did not produce any erroneous results indicates it was more spa-
tially homogeneous than were the other habitats, while still con-
taining enough unique strains of rhizobia to differentiate it. Most
importantly, the results clearly indicate that spatial heterogeneity
is an extremely important factor in microbial DNA profiling and
relatively small distances between soil sampling can have a criti-
cal influence on such assays. In contrast, if a questioned soil
originated from the same location as the knowns, it seems likely
to group with them, even if they were collected at a different
time.

Local heterogeneity could stem from a wide range of environ-
mental factors, such as unique plant species, the amount of sunlight
reaching the soil, and differing moisture levels. Mummey and Stahl
(23) obtained samples from two different types of grasslands in
Wyoming and found that similarities within a grassland decreased
rapidly at distances >3.6 m. The authors proposed that differences
in plant distribution, rooting patterns, or soil organic content could
induce different species of bacteria to flourish across such a small
area. The results presented here are consistent with this, and local
heterogeneity may end up playing a large role in the utility of
microbial fingerprinting of soils.

Conclusions

T-RFLP analysis has become a valuable technique in microbial
ecology and can be performed quickly and easily with a resolution
that allows even related strains of bacteria to be differentiated.
Likewise, soils show the potential to be successfully differentiated
via T-RFLP, given the right circumstances. The markers utilized
(in the current research, rhizobia-specific) must be considered, and
the soil cannot have been heavily modified and manipulated
between the time when a questioned soil originates and known
samples are obtained. If these variables are controlled for, T-RFLP
examination appears to have forensic potential. This is not to say,
however, that bacterial T-RFLP analysis is ready to be imple-
mented in a forensic setting. Before this can happen, spatial hetero-
geneity of soil bacteria will need to be better understood, so that
known samples, most likely collected some distance from a soil
of questioned origin, reliably group together. Further, while the
T-RFLP technique is well documented in the peer-reviewed litera-
ture, other tenants of Daubert, particularly error rates, will need to
be addressed. As bacterial profiling of soil matures in general,
genetic identification of soils seems plausible and may offer an
objective and reliable method of forensic soil analysis.
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Trace Element Analysis of Rough Diamond by
LA-ICP-MS: A Case of Source
Discrimination?*,�

ABSTRACT: Current profiling of rough diamond source is performed using different physical and ⁄ or morphological techniques that require
strong knowledge and experience in the field. More recently, chemical impurities have been used to discriminate diamond source and with the
advance of laser ablation–inductively coupled plasma–mass spectrometry (LA-ICP-MS) empirical profiling of rough diamonds is possible to some
extent. In this study, we present a LA-ICP-MS methodology that we developed for analyzing ultra-trace element impurities in rough diamond for ori-
gin determination (‘‘profiling’’). Diamonds from two sources were analyzed by LA-ICP-MS and were statistically classified by accepted methods. For
the two diamond populations analyzed in this study, binomial logistic regression produced a better overall correct classification than linear discrimi-
nant analysis. The results suggest that an anticipated matrix match reference material would improve the robustness of our methodology for forensic
applications.

KEYWORDS: forensic science, diamond, laser ablation–inductively coupled plasma–mass spectrometry, profiling, fingerprinting, trace
elements

Gem-quality rough diamonds equate to small, highly concentrated
forms of wealth that are easily concealed and valued in U.S. dollars
for trade around the globe. Their intrinsic beauty as a rare gem has
made them highly desired and valued for centuries. These same
attributes have also made them highly desirable for theft, for illicit
trade and for storage or transfer of wealth (Regrettably the shining
light of diamonds has a darker side of theft and other crime. This
has been an unfortunate feature of the diamond industry since ear-
liest times; 2001, Sir Alan Grose, personnel communication, Head
of Security, De Beers Group, Africa). To combat these problems,
the Royal Canadian Mounted Police (RCMP) undertook scientific
research into diamond profiling and origin determination to support
investigations pertaining to rough diamonds.

The largest consumer markets for diamonds have traditionally
been in countries with little or no production, whereas most cutting

and polishing occurs in yet other countries where there are skilled
workers and ⁄ or cheap labor. These two factors necessitate numer-
ous and seemingly convoluted shipments of diamonds as they
move quickly through the supply pipeline from mine to market,
adding vulnerabilities for loss, theft, or illicit trade. Canada’s dia-
mond industry has grown rapidly. Since the first mine opened in
1998, it has grown to become the fourth largest world producer by
value based on 2007 statistics (1). It was during the early years of
development when the RCMP first saw the need to develop new
tools to safeguard this industry, learning from other countries that
had decades of experience.

Physical and optical characteristics, such as morphology, geomet-
ric defects, absorption ⁄ color, luminescence, etc., have been used to
describe diamond populations from different sources for the past
century (2). These nonquantitative subjective assessments rely on
years of personal experience and study of diamonds from many
sources. They require an expertise and knowledge base that is diffi-
cult to transfer, is difficult to validate by other experts, and is diffi-
cult to assess in a court of law. Objective, quantitative
measurements that permit statistical assessment and development of
large databases of stones are more easily shared and validated.

As early as the 1940s, Chesley (3) used a semi-quantitative ana-
lytical technique called ‘‘grating spectrograph’’ to evaluate the asso-
ciation between the impurities present in rough diamonds and their
geographic location. He observed similarities in the presence of
some trace elements for diamonds that originated from the same
geographic locality. Raal (4) used a ‘‘quantitative’’ spectroscopic
technique to assess trace element impurities in rough diamonds and
reported the presence of Si, Mg, Al, Ca, Fe, and Cu with the two
last elements being linked to the color of some diamonds. A few
decades later, a series of studies investigated trace element impuri-
ties in rough diamonds for source discrimination using instrumental
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neutron activation analysis (INAA; [5–11]). Sellschop (12,
table 4.1) presented a good overall summary of the different trace
elements detected in rough diamonds with their range of concentra-
tions mainly defined by those earliest INAA studies noted earlier.
However, the minimum detection limit of INAA combined with
the low level of impurities in most gem diamonds required studies
be based on ‘‘bulk’’ analysis of approximately 1 g of samples
sometimes consisting of between 8 and 25 stones analyzed
together. Furthermore, INAA can render samples unfit for subse-
quent analysis because of long-lived isotopes emitting gamma radi-
ation after irradiation and other effects, such as darkening or
breakage (6).

As suggested earlier, application constraints must be an integral
part of evaluating new forensic methodology. For instance, nonde-
structive technologies would facilitate access to populations of high
value, gem-quality diamonds for study and development of large
databases. The vast majority of gem diamonds are void of any siz-
able inclusions near the surface. Therefore, methods based on anal-
ysis of inclusions alone would require destruction of most stones
and would not be suitable. The extremely low concentrations of
impurities found in gem diamonds require the most sensitive instru-
mentation with detection limits requiring only the smallest possible
samples. Robust analytical methodology, which can be reproduced
and validated by others, is most desirable supported by a valid sta-
tistical methodology and data analysis to interpret and present the
results.

Although trace element analysis is well suited for this applica-
tion, several other supporting technologies can provide valuable
information for source characterization (13). In such context, other
chemical characteristics studied include nitrogen content (e.g., nitro-
gen atomic % [14]); types of mineral inclusions (e.g., eclogitic ⁄
peridotitic ratios [15]); chemical ⁄ isotope composition of the inclu-
sion [16,17]); and stable isotopic signature of the diamond matrix
(e.g., d13C and d15N [18,19]).

The trace element impurities in natural diamond occur as either
inclusions (in the form of crystal ⁄ liquid and ⁄ or quenched melt) or
as foreign atoms substituted into the crystal lattice (e.g., [9,20–22]).
Watling et al. (23) were among the first to report the use laser
ablation–inductively coupled plasma–mass spectrometry (LA-ICP-
MS) to discriminate rough diamond sources based on trace element
impurities. They demonstrated significant element ratio differences
in Cu, Zn, Y, Zr, W, Pb, and Th for diamond pools originating
from Australia, South Africa, China, Zaire, and Russia deposits.
Since then, LA-ICP-MS has been used by different academic
groups as either ‘‘qualitative’’ (23–25) analysis (i.e., ‘‘isotopic ratios
of the blank corrected count rates’’) or ‘‘quantitative’’ (26–29) anal-
ysis (i.e., ‘‘absolute concentration obtained by external reference
calibration procedure’’) to fingerprint diamond source based on
their trace element impurities. These source discrimination studies
mentioned earlier were applied to various ore deposits (i.e., kimber-
lite sources) around the globe but none of them specifically tried to
profile alluvial diamonds because it is difficult to verify how many
source(s) they can be associated with. It is based on these prelimin-
ary studies that the Forensic Science and Identification Services at
the RCMP decided in 2003 to evaluate the discrimination power of
LA-ICP-MS data for profiling diamond as a forensic tool between
well-known kimberlite sources. To facilitate this, trace element con-
centrations in rough diamonds were measured quantitatively using
a commercially available certified reference material (CRM).

In this study, we evaluate how robust the LA-ICP-MS data can
be used to discriminate ‘‘or profile’’ rough diamonds from their
source of origin. Although other populations have been analyzed,
we have chosen to use two diamond populations (ore deposits) and

experimental database to test the analytical method. For this study,
a total of 140 gem stones originating from two geographic areas
have been utilized. One source is from the Canadian Slave Archean
craton (approximately 55-Ma-old deposit) and the second one is
from the Archean Limpopo Mobile Belt located in South Africa
(approximately 500-Ma-old deposit [30]). Two different statistical
methodologies were applied to the LA-ICP-MS data to evaluate the
potential to discriminate between both diamond populations. A
small pool of 10 diamonds was chosen arbitrarily from one popula-
tion and re-analyzed by LA-ICP-MS to evaluate their probability of
belonging to each population and to determine whether subsequent
analysis could be correctly matched with original source. A conclu-
sive remark is given regarding future research and development
requirements to improve the methodology and discriminating power
of LA-ICP-MS data on diamonds.

Analytical Techniques

Analysis of trace elements in diamonds was performed with a
193-nm excimer LA system attached to a double-focusing ICP-MS.
The laser consists of a Compex 110 ArF laser mounted to a Ge-
oLas� 200M Special beam delivery system (Coherent–Lambda
Physik–Microlas, Gçttingen, Germany). The geometry and optical
beam path of the GeoLas� have been described previously in
detail elsewhere (31). The only difference between that described
by G�nther et al. (31) and the system used in this study is that a
15· reflecting objective was used instead of the original 25· objec-
tive to increase the maximum ablation spot from 240 to 400 lm
(Ealing Catalog Inc., Rocklin, CA; referred to Schwarzschild objec-
tive in G�nther et al. [31]). The desired outcome, with this modifi-
cation being a shallower pit with a larger surface area, minimized
penetration depth of the laser beam on the rough diamond surface
and minimized fractionation effect (32). An improved 193-nm full
reflector aluminum (193-FR ⁄ AL) metal dielectric coating was
applied on the primary mirror of the 15· reflecting objective to
improve the energy density threshold encountered with such a
beam delivery system (Princeton Instruments ⁄ Acton Optics & Coat-
ings, Acton, MA).

The ICP-MS consists of an Element 2 (Thermo Electron Corpo-
ration, Bremen, Germany [33]). The original detection system on
the ICP-MS was modified to receive a new state-of-the-art simulta-
neous electron multiplier and Faraday cup axial detection system
(i.e., equivalent to an Element 2 XR instrument). This modification
allows the ICP-MS to be operated in a triple detection mode with-
out compromising sensitivity and time acquisition at low resolution
(i.e., ions detected per ablation hole and time used for a full mass
scan, respectively). Furthermore, the triple detection mode has a
linear dynamic range from 0.2 to 10+12 counts per second, which is
useful for unexpected high signal intensities and protection from
detector oversaturation when occasional natural ‘‘inclusions’’ are
ablated during the process (e.g., silicate ⁄ sulfide inclusions in dia-
mond). Table 1 shows the parameters used for the LA-ICP-MS in
this study with some detailed explanations below.

The samples are ablated with the laser in a sample cell using
ultra-high purity helium flowing at 0.7 L ⁄ min (He grade 5.0). The
combination of helium and particles generated by the ablation pro-
cess was then further mixed outside the sample cell (i.e., 10 cm
downstream) to ultra-high purity grade argon gas flowing at
1.035 L ⁄ min (Ar grade 5.0) using a ‘‘Y’’ polypropylene connector
(Part #53415K143; McMaster-Carr, Aurora, OH). The suspended
gas particles from the sample cell were transported to the ‘‘Y’ and
then to the ICP-MS torch inside a 2.8-mm inside ⁄ 4.0-mm outside
diameter clear Teflon-perfluoroalkoxy tubing (Element Scientific
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Inc., Omaha, NE). The total flow of the sample gas, or carrying
gas, at the ICP-MS torch was 1.735 L ⁄ min. The optimized gas
flow mixture was obtained by maximizing the peak to background
ratio of mass 13C+ by ablating a high-purity synthetic chemical
vapor deposition diamond (polycrystalline optical grade Diafilm
OP; Element Six, New York, NY). Day-to-day tuning procedure on
the ICP-MS consisted of maximizing the signal intensity of carbon
isotope (13C+) by moving the torch position along the x- and y-axis
once the gas mixture made of Ar and He were stabilized at their
setting flow rates (i.e., after approximately 20 min).

Samples, Standards and Quality Control

Two diamond populations originating from two distinct sources
were utilized for this study as mentioned earlier (i.e., one from
Canada and one from South Africa). These two populations are
labeled as KS-1 and KS-2, which refers to kimberlititic source #1
and #2, respectively. KS-1 consisted of 100 rough diamonds and
KS-2 consisted of 40 rough diamonds. Rough stones were
selected from run of mine productions. With limited knowledge
regarding the relationships between trace element profiles versus
size or color, all stones chosen where gem quality and in size

and color ranges commonly encountered in the illicit trade. Both
groups contained stones of different gem quality, size, and shapes.
The presence of visible cracks or inclusions could be avoided and
would not influence the analysis or data. Categorically, the major-
ity of diamonds are described as good quality and clear of visible
inclusions. Figure 1 shows the weight distribution of each dia-
mond population where KS-1 spans a wider range with three sep-
arated sub-populations. In this population, 45 stones are £0.125
carat, 50 stones are within the range of 0.665–1.167 carat, and
five stones are ‡3.995 carat. The KS-2 diamond population has a
size range of 0.681–1.205 carat (see insert diagram in Fig. 1).
Each diamond was individually washed for 15 min in an ultra-
sonic bath in Aqua Regia, a 3:1 mixture of pure hydrochloric
acid (HCl) and nitric acid (HNO3), respectively (HCl OmniTrace�

grade and HNO3 OmniTrace Ultra� grade; EM Chemicals Inc.,
Darmstadt, Germany). The stones were then rinsed in ultra-pure
water (Milli-Q� Academic A10, 18 MX cm; Millipore Co., Bill-
erica, MA) and dried for 1 h to overnight using an isotherm
forced-air laboratory oven at 70�C in separate 10-mL open
beakers.

For quantitative analysis, a CRM oil was used as the main exter-
nal calibration material (CRM-S21; Conostan� Oil-Analysis

TABLE 1— Instruments and analytical parameters.

Value Unit

Laser
Wavelength 193 nm
Pulse frequency 10, 6, 10 Hz*
Voltage on thyratron 24 kV
Spot diameter 17, 250, 333 lm*
Fluence <1, 5, 6 J ⁄ cm2*
Homogenizer arrays 2 (9 x 9 elements) Suprasil glass
Reflecting lens (objective) 15x�

Sample cell volume 22.2 cm3�

ICP-MS
Sample cell gas (He) 0.700 L ⁄ min
Mixing gas (Ar) 1.035 L ⁄ min
Cool gas 16.0 L ⁄ min
Aux gas 0.70 L ⁄ min
Plasma RF power 950–1200 watt
Guard electrode OFF
Cones T1001-Ni & T1002A-Ni SpectronTM

Detectors Type II SEM with Faraday cup Triple mode§

Dead time 15 ns
Resolution 300 low

Analytical parameters
Internal calibrating mass 13C,51V amu–

Lock mass 13C amu**
Selected isotopes for analysis 7Li, 9Be, 11B, 13C, 23Na, 27Al, 29Si, 31P, 39K, 45Sc, 47Ti, 51V,

55Mn, 59Co, 60Ni, 63Cu, 66Zn, 69Ga, 85Rb, 88Sr, 89Y, 90Zr,
93Nb, 95Mo, 107Ag, 111Cd, 115In, 118Sn, 121Sb, 133Cs, 137Ba,
139La, 140Ce, 141Pr, 146Nd, 147Sm, 153Eu, 157Gd, 163Dy, 165Ho,
166Er, 172Yb, 175Lu, 178Hf, 181Ta, 182W, 208Pb, 209Bi, 232Th,
238U

amu

Sample ⁄ peak 1
Segment duration 3 msec
Settling time £ 50, 20, 1 msec��

Scan type EScan
Integration type Peak top

Total acquisition time 74 s
Number of passes by the mass spectrometer 150 runs

*Parameter used for CRM-S2150 oil, NIST SRM-615 glass, and diamond, respectively (see text for details).
�Reflecting lens with 0.28 numerical aperture, focal length 13.35 mm, and a working distance of 24.5 mm.
�Cylindrical shape (56 mm B).
§Counting, Analog and Faraday cup mode.
–See text for details.
**Parameters used for ‘‘mass locked’’ with a mass window of 125%, 30 samples ⁄ peak, sample time of 3 msec, and an integration type set to ‘‘integral.’’
��Minimum time used for magnet ‘‘Fly Back’’ (from 240 to 7 amu), minimum magnet jump (B-jump), and electronic jump (E-jump), respectively.
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Standard; SCP Science, Baie-d’Urf�, QC, Canada). This CRM-S21
custom blended oil was doped at 50 lg ⁄g for the following 33 ele-
ments: Li, Be, B, Na, Mg, Al, Si, P, K, Ca, Sc, Ti, V, Cr, Mn, Fe,
Co, Ni, Cu, Zn, Sr, Y, Mo, Ag, Cd, In, Sn, Sb, Ba, La, W, Pb, and
Bi; labeled thereafter as CRM-S2150. For quality assurance, an ali-
quot of CRM-S2150 oil was analyzed by INAA at �cole Polytech-
nique of Montr�al (QC, Canada; Table 2). The total carbon
concentration was measured by elemental analyzer on two different
aliquots in two different laboratories.

To ablate the oil with the excimer laser beam, a special oil-bath
reservoir was made for this application. A new oil bath was placed
inside the sample cell daily and located as close as possible to the
exit port with other samples to be analyzed before starting the ICP-
MS instrument (i.e., including the diamond and silicon carbide con-
trol samples as described below). Figure 2 shows the different parts
required to make the oil-bath reservoir compatible for a stable
ablating process under the laser beam. This oil-based calibration
technique has been used previously for quantifying trace element
concentrations measured by LA-ICP-MS in diamonds (26,27). Fur-
thermore, other applications using liquid calibration for LA-ICP-
MS analysis of solid materials were proposed as a useful calibra-
tion techniques when no matrix match standards were available
(34,35). The oil-bath reservoir was cleaned with ethanol and
refilled every day with fresh oil from the original CRM-S2150 bot-
tle. Because a limited number of certified elements are available in
the CRM-S2150 oil, a second standard reference material (SRM)
made of glass was used in parallel to the oil (i.e., National Insti-
tute of Standard and Technology [NIST] SRM-615 glass;
Baltimore, MD). The working concentration values were taken
from Gao et al. (36). This glass standard allows the calculation of
other elements not available from the oil calibration process (i.e.,
Rb, Zr, Nb, Cs, Ce, Pr, Nd, Sm, Eu, Gd, Dy, Ho, Er, Yb, Lu, Hf,
Ta, Th, and U). Furthermore, a synthetic silicon carbide plate
grown by chemical vapor deposition was used as quality control
(QC; dimensions of the SiC plate: 5 · 5 · 1 mm, labeled thereafter
as SiC3; donated by Dr. Thomas Anthony from the Diamond and
Ceramic Laboratory, General Electric Global Research, Niskayuna,
NY). This SiC3 has been analyzed by INAA with only three
elements being detected above the minimum detection limit (i.e.,
V = 0.23 € 0.01 lg ⁄ g, Mo = 0.25 € 0.01 lg ⁄g, and W =
0.45 € 0.02 lg ⁄ g; INAA data from �cole Polytechnique, Montreal,
QC, Canada). The two major elements in this glassy material are

calculated to be silicon (70.07 wt.%) and carbon (29.93 wt.%) by
assuming stoichiometric proportion.

Analytical Procedure

Quality Control

A QC sequence was run twice at the beginning of each day to
establish the proper power applied by the radiofrequency (RF) gen-
erator to the ICP (so-called ‘‘RF forward power’’). This was neces-
sary because a linear relationship was found between the measured
concentrations of V, Mo, and W in SiC3 and the applied RF power
when CRM-S2150 oil was used as the external reference material
with carbon as the internal calibrating mass. The two QC
sequences are both identical with the exception of the applied RF
power (i.e., 1150 and 1000 watts; Table 3). The sequence was first
started at 1150 watts by acquiring two CRM-S2150, two SiC3, and
then two CRM-S2150 (i.e., QC sequence A). The CRM-S2150 oil
reference material was ablated with a fixed 17-lm laser beam
diameter positioned in the middle of the 400-lm diameter hole
filled with oil. Different pause times were required after ablating
samples to re-establish the background level intensities generated
by the gas mixture (Table 3). After completing the sequence, the
RF power on the ICP-MS was gradually decreased to 1000 watts
by 25-watt steps every second. The ICP-MS was kept running at
this new condition for 10 min before starting the next sequence to
stabilize the gas blank signal intensities. After 10 min, the acquisi-
tion of the QC sequence B followed the same sample order as in
the previous one (Table 3). Raw data acquired from each sequence
were processed separately with carbon (13C) as the internal calibrat-
ing mass between CRM-S2150 (external standard) and SiC3
(unknown) using GLITTER� v. 4.4 (Macquarie University, North
Ryde, NSW, Australia; [37]). The calculated data obtained for V
and Mo from each QC sequence were plotted against the RF pow-
ers as shown in Fig. 3. The optimum RFworking value was calcu-
lated as the mean value between the RFMIN and RFMAX as shown
in Fig. 3 (e.g., RFworking = 1081 watts in this case). The QC was
considered acceptable when the concentration of vanadium calcu-
lated at the RFworking value was within approximately 20% of the
value obtained by INAA (i.e., VLA-ICP-MS between 0.27 and
0.19 ppm). The RF power on the ICP was re-adjusted and kept
fixed to the new working value for the rest of the analytical session

FIG. 1—Weight distribution of the two diamond populations used in this study (1 carat or ct = 200 mg). In this figure, KS-1 diamonds are represented by
gray boxes whereas KS-2 diamonds are represented by white boxes (n = 100 and 40, respectively). The inserted diagram shows a detail weight distribution
of the stones within the range of 0.6–1.2 ct for KS-1 (n = 50) and KS-2 (n = 40). Note: For the insert diagram. KS-2 is represented by transparent boxes.
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(normally fixed to one day). If the VLA-ICP-MS concentration
obtained at the RFworking was found to be outside the established
limits, a new oil batch aliquot was put inside the high-density
polyethylene oil container with a new set of sampler and skimmer
cones prior to restarting the ICP-MS. After QC acceptance, dia-
mond analyses were completed using the sequence block as
described below.

Diamond Analysis

At the beginning of each analytical session, a group of 5–10
cleaned stones were mounted on the bottom of the laser sample
cell using reusable adhesive ‘‘Bostik� Blu-Tack’’ putty, generally
with the flattest surfaces facing upward. As mentioned earlier, the

TABLE 2—Major and trace element concentrations of CRM-S2150 oil.

Element
INAA*
(lg ⁄ g)

Precision
(lg ⁄ g)

Certified
(lg ⁄ g)

Precision �

(lg ⁄ g)
Used�

(lg ⁄ g)

Ag 51.1 2.6 50 0.15 50.6
Al 50.1 2.5 50 0.15 50.1
B n.d. 50 0.15 50.0
Ba 32 8 50 0.15 41.0
Be n.d. 50 0.15 50.0
Bi n.d. 50 0.15 50.0
Ca <50 50 0.15 50.0
Cd 49.9 2.5 50 0.15 50.0
Co 47.9 2.4 50 0.15 49.0
Cr 49.1 2.5 50 0.15 49.6
Cu 47 7 50 0.15 48.5
Fe 60 20 50 0.15 55.0
In 50.3 2.5 50 0.15 50.15
K 49 2.5 50 0.15 49.5
La 46.7 2.3 50 0.15 48.4
Li n.d. 50 0.15 50.0
Mg <120 50 0.15 50.0
Mn 51.5 2.6 50 0.15 50.8
Mo 49.7 2.5 50 0.15 49.9
Na 50 2.5 50 0.15 50.0
Ni 41 7 50 0.15 45.5
P n.d. 50 0.15 50.0
Pb n.d. 50 0.15 50.0
Sb 49.3 2.5 50 0.15 49.7
Sc 51.2 2.6 50 0.15 50.6
Si n.d. 50 0.15 50.0
Sn 45 12 50 0.15 47.5
Sr 64 15 50 0.15 57.0
Ti <50 50 0.15 50.0
V 51.1 2.6 50 0.15 50.6
W 49.4 2.5 50 0.15 49.7
Y n.d. 50 0.15 50.0
Zn 51 2.0 50 0.15 50.5

CTotal EA EA 848,050**
(lg ⁄ g) 849,500§ 846,600–

*INAA results from �cole Polytechnique de Montr�al (QC, Canada)
with a reported precision of € 5% on the analysis (n = 1).

�With a reported typical precision of € 0.3% on certificate of analy-
sis (lot# 050818-3; Conostan� Oil-Analysis Standard; SCP Science,
Baie-d’Urf�, QC, Canada).

�Average values used in this study based on instrumental neutron
activation analysis (INAA) results and reported concentrations from
certificate of analysis.

§Norwest Labs (Edmonton, AB, Canada).
–Canadian Microanalytical Service Ltd (Delta, BC, Canada).
**Average carbon concentration value based on external laboratory

results.
lg ⁄ g, concentration equivalent to part per million (or ppm); INAA,

instrumental neutron activation analysis; n.d., not determined; EA, ele-
mental analyzer instrument.

FIG. 2—Special oil reservoir assembly for LA-ICP-MS analysis. The con-
tainer is made of high-density polyethylene (HDPE) cap with a volume
capacity of approximately 125 lL. In Step #1, the CRM-S2150 oil is poured
into the container using a precise micropipette to avoid air bubbles forma-
tion. In Step #2, the predrilled glass cover is gently deposit on top of the oil
bath with microtweezers (12 mm diameter by approximately 150-lm-thick
borosilicate disk with a larger 400-lm diameter predrilled laser hole; cat.
no. 12-545-80 [Fisher Scientific, Ottawa, Canada]). In Step #3, no air bub-
bles should be visible once the predrilled glass cover is sitting on top of the
oil bath because air bubbles will create unstable signal during the ablation
process. Notes: The approximately 60-lm spots on glass cover forming a
cross around the center-hole are used as quick location guides when viewed
under the 15· reflecting objective (approximately 20 lm depth). Only the
center hole has been ablated through the entire glass cover thickness. All
parts were precleaned in Aqua Regia before the first use with oil (ultra-
pure HCl:HNO3 in the ratio of 3:1). Day-to-day cleaning consists of using
anhydrous ethyl alcohol before refilling with new oil (see text). Figure not
at scale.
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position of the oil-bath reservoir was located near the exit port of
the sample cell to minimize potential contamination between sam-
ples (i.e., diamond stones and SiC3 were positioned upstream of
the helium gas flow inside the sample cell). Table 4 shows a typi-
cal analytical sequence used for the diamond analysis (two dia-
monds in this example here). Typically, each stone was analyzed
five times using the parameters described in Table 1. This number
of replicates was necessary to attain a representative chemical sig-
nature of each sample knowing that some chemical heterogeneity
has been observed in some stones during the analytical develop-
ment of this project as well as by other LA-ICP-MS studies
(25,28). That said, it should be noted that all five analyses are trea-
ted separately and not averaged (as explained below) and thus trea-
ted as independent measurements within that pool of stones.

It is important to note that ablating diamond within an inert gas
environment will typically produce a significant carbon deposition
around the laser pit. To facilitate focusing and to preclean the sam-
ple surface for the next analysis, a preablation procedure of 5–10
pulses was performed. Each analysis location is typically spaced
approximately 150 lm from the previous ablation hole. The count-
ing pause delay for the next acquisition begins after this preablation
step. Table 4 shows the different pauses used to re-establish the
‘‘background’’ intensities between the different sample types. A
longer pause was necessary between the two glassy materials
because of the relatively high concentration of trace elements in
NIST SRM-615 glass compared to SiC3. We analyzed both NIST
SRM-615 and SiC3 glasses to monitor the LA-ICP-MS stability
and performance conditions through every analytical session. For
each analysis, data for 50 isotopes were acquired by the ICP-MS
with a possibility of quantifying 28 of the 33 certified elements
directly from the CRM-S2150 oil external standard. It was
observed that for some elements, the concentration level was diffi-
cult to quantify because of high polyatomic interference levels gen-
erated by ablating carbon-rich matrices (e.g., 14N15N and 13C16O
molecule interferences on mass 29Si as well as 12C12C on mass
24Mg, 12C40Ar on 52Cr, and 16O40Ar on 56Fe). The calcium isotope
42Ca was also affected by possible polyatomic interferences (e.g.,
1H1H40Ar, 12C14N16O molecules [27]). The internal calibrating
mass 13C was selected for the oil and diamonds using the values
reported in Table 4. The data reduction and calculation was com-
pleted using GLITTER� software.

As for the other extra isotopes that were not available from the
CRM-S2150 oil as mentioned earlier, they were acquired to quan-
tify them when desired, using a two-step calibration procedure
where NIST SRM-615 glass was the second SRM with one analyte
(isotope) previously determined from the CRM-S2150 oil calibra-
tion technique as mentioned earlier (e.g., V or Ba in diamond).
However, the results of this two-step calibration procedure are not
presented in this discussion. Another calibration procedure that we
did consider in this study consists of quantifying all the 49 isotopes
in one-step using NIST SRM-615 glass as the main reference

TABLE 3—Daily QC sequence for diamond analysis by LA-ICP-MS.

QC
Sequence

RF
Power
(Watt)

Sample
Identification

Concentration of
Internal Calibrating

Mass (lg ⁄ g)*

Pause Between
Ablating

Sample (s)�

A 1150 CRM-S2150-1 848,050
CRM-S2150-2 848,050 60

SiC3-1 299,300 90
SiC3-2 299,300 60

CRM-S2150-3 848,050 90
CRM-S2150-4 848,050 60

B 1000 CRM-S2150-5 848,050
CRM-S2150-6 848,050 60

SiC3-3 299,300 90
SiC3-4 299,300 60

CRM-S2150-7 848,050 90
CRM-S2150-8 848,050 60

*Concentrations used for carbon during the data processing (i.e., applied
to 13C as the internal calibrating mass).

�This corresponds to the time period required between the current sample
and the previous one to re-establish the background intensities of the differ-
ent masses analyzed by the ICP-MS.

lg ⁄ g, concentration equivalent to part per million (or ppm).

FIG. 3—Variation of vanadium (V) and molybdenum (Mo) concentrations measured in SiC3 as function of the RF power applied to the ICP. The matching
RF power corresponding to where the straight lines from the LA-ICP-MS data intercepts the INAA target concentrations (i.e., 0.23 € 0.01 lg ⁄ g for V and
0.25 € 0.01 lg ⁄ g for Mo). In this example, the RFMIN corresponds to 1062 watts (based on the straight line connecting two concentration values calculated
for V) and the RFMAX corresponds to 1100 watts (based on the straight line connecting two concentration values calculated for Mo). A working RF value is
then calculated based on those two new RF values (in this case: RFWORKING = [RF MAX at 1100W for Mo + RF MIN at 1062W for V] ‚ 2 = 1081 watts).
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material for which an apparent carbon concentration was estimated
from the CRM-S2150 oil. Figure 4 demonstrates the parameters
required to estimate the carbon concentration in NIST SRM-615
glass with vanadium (51V) as the internal calibrating mass between
the glass and the CRM-S2150 oil. Based on this relationship, an
apparent carbon concentration was estimated to be approximately
30,655 lg ⁄ g (i.e., CTOTAL = 30,655 lg ⁄g; see Table 4). We use
the term apparent here because we found a value very different
than the one reported by Jochum et al. (38) using a secondary ioni-
zation mass spectrometer in a similar glass aliquot (results obtained
in NIST SRM-614 glass which is equivalent to the NIST SRM-615
sample but with a different wafer thickness [39]). They reported a
value of 4.0 lg ⁄ g in the molecular form of carbon dioxide (CO2)
which is equivalent to 1.09 lg ⁄g of total carbon (i.e., CTotal). Fur-
thermore, the CTotal concentration measured in five NIST SRM-614
glass aliquots by elemental analyzer gave 60 € 5 lg ⁄ g (n = 5;
using a LECO� CS-444; CANMET Materials Technology Labora-
tory, Ottawa, Canada). Based on the different analytical results, it
is difficult to determine at this point which carbon value is the
most accurate ⁄ appropriate one for NIST SRM-614 and ⁄or NIST
SRM-615 glasses. However, the intention of using an apparent con-
centration of 30,655 lg ⁄g in this exercise has no direct implication
regarding the conclusion that will be drawn from this study, as will
be discussed below. The purpose in this case of using an apparent
carbon concentration for NIST SRM-615 glass is not to obtain
accurate concentrations (known mass bias) but rather to study con-
sistency of the analytical technique in this research. The mass bias
occurs between NIST SRM-615 and CRM-S2150 (i.e., overestimat-
ing carbon concentration in NIST SRM-615 using CRM-S2150 in
such a case).

Quality and Evaluation Test

Once all the diamonds were analyzed, a ‘‘Quality and Evaluation
Test (Q&ET)’’ was performed with a blind test by re-analyzing a

small pool of 10 diamonds chosen arbitrarily within the weight
range of 0.6–1.2 carat from one of the diamond populations and
following the same analytical procedure as described earlier with
five replicate analyses per stone (i.e., 50 analyses in total). This test
was performed even though we knew the limitations of our current
methodology with the external calibration (e.g., possible matrix
effects and the absence of some desired elements in the certified
oil). We will discuss our results below.

Results and Discussions

A total of 775 analyses were acquired in separate analytical ses-
sions over a period of 9 months to process the two diamond popu-
lations (i.e., 535 and 240 analyses from KS-1 and KS-2,
respectively). First, we will present the LA-ICP-MS results based
on the oil calibration procedure with two statistical methodologies
applied to the data to evaluate how distinct they are from each
other in terms of chemical fingerprint. The same comparison will
be presented for the data obtained from the NIST SRM-615 glass
calibration procedure as an exploratory support based on the
assumption that we mentioned previously. Discussion of the blind
test Q&ET, later in the paper, will compare the probability of this
test sample belonging to population KS-1 or KS-2 applying the sta-
tistical models developed from either CRM-S2150 or NIST SRM-
615 calibration techniques.

Oil Calibration

Table 5 shows the overall results obtained by LA-ICP-MS for
each diamond population. The average minimum detection limit
was calculated from GLITTER� based on a formula described by
Longerich et al. (40). The difference in average minimum detec-
tion limit (MDLavg) between the two diamond populations can be
explained by day-to-day instrument conditions (laser and the ICP-
MS), total intensity from the ablation process, and the level of gas

FIG. 4—Combined time resolved analysis profiles of carbon and vanadium measured in NIST SRM-615 glass and CRM-S2150 oil by LA-ICP-MS. Diamond
and square symbols referred to NIST SRM-615 glass and CRM-S2150 oil, respectively. Note the presence of a stable carbon signal on mass 13C+ when we
started ablating NIST SRM-615 glass with a 250-lm-diameter laser spot. The procedure used to calculate the carbon concentration in the glass (Cconc in NIST

SRM-615) with the oil was to take the average sample peak intensities of each respective mass to which we subtracted its average gas blank intensities
following the relationship: Cconc in NIST SRM-615 = {[(13Cicps peak ) 13Cicps blank) ‚ (51Vicps peak ) 51Vicps blank)] NIST SRM-615 ‚ [(13Cicps peak ) 13Cicps blank) ‚
(51Vicps peak ) 51Vicps blank)] CRM-S2150} · (Vconc in NIST SRM-615 ‚ Vconc in CRM-S2150) · Cconc in CRM-S2150 (unit in lg ⁄ g); where conc stands for concentration (in
lg ⁄ g), icps represents integrated counts per second.
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blank measured by the ICP-MS on each isotope, which affect the
MDL. The relative standard deviation in % (RSD%) values
observed for KS-1 population are larger in general compared to
KS-2 with the exception of a few elements (i.e., Be, Na, V, Mn,
Cu, Zn, Cd, Sb, and Bi; Table 5). It is difficult to define the real
significance of this difference but it could be the result of a larger
diamond population (e.g., 100 stones vs. 40), a larger size distribu-
tion (Fig. 1), or it could suggest a wider chemical variation of
micro-inclusion compositions in KS-1 diamonds sampled by the
LA-ICP-MS, etc. All of these possibilities could affect the overall
chemical signature of a population, in such a case the RSD%.

However, by considering only KS-1 diamonds that have similar
weight to those in KS-2 (i.e., 50 selected stones from KS-1 popula-
tion in the range of 0.50–1.25 carat; see inserted diagram in
Fig. 1), the RSD% values resulting from this KS-1 subgroup are
still predominantly higher to most elements compared to the entire
KS-2 diamond population (not shown here). This difference

suggests that the chemical signature between those two populations
is not a significant function of their dimension (i.e., weight).

The median values of each element are shown in Fig. 5 with
other descriptive parameters (box plot diagram). The medians of
groups KS-1 and KS-2 for elements B, Na, Al, P, K, Sc, Ti, V,
Mn, Co, Cu, Zn, Sr, Sb, Ba, La, and Bi were identified as being
statistically significantly different at the 5% level by the Wilcoxon
rank-sum test (42); not displayed in Fig. 5). By considering the out-
liers we can, however, observe an important overlap between the
two populations.

Statistical Models

All data were evaluated statistically without using any presump-
tive filtering, data elimination, or sample averaging from each pop-
ulation (i.e., the ‘‘outliers’’ were not rejected). The statistical
methodologies were used (i) to determine the most important dis-
criminating elements of the 775 analyses to remove the collinearity
between them (i.e., elements are correlated with one another which
do not improve the model); (ii) to determine the chemical signature
of each group; and finally (iii) to determine the probability of each
Q&ET sample membership based on their chemical signatures.
Based on those criteria a ‘‘Binomial Logistic Regression (BLR)’’
and a ‘‘Linear Discriminant Analysis (LDA)’’ methods were applied
to the data to answer those questions.

Binomial Logistic Regression

This method is used to analyze the data and to determine the
probability of group membership based on the chemical signature
of the elements. In logistic regression, the relationship is explained
by the following linear equation:

Y ¼ b0 þ b1X1 þ b2X2 þ . . . bnXn þ �

where Y = log(p ⁄ (1-p)) is the log odds ratio (or logit) and ‘‘p’’ is
the probability of having a ‘‘successful’’ outcome based on the values
of the independent variables (i.e., X which is related to the elements
[43]). It is used when the dependent variable is binary or represents
discrete categorical values that cannot be directly represented by a
linear relationship. Choosing KS-1 as the ‘‘successful’’ outcome,
positive and negative values of Y indicate observations having a
greater probability of belonging to KS-1 or KS-2, respectively.

Scaling

Preliminary analyses indicated that leaving the data ‘‘unscaled’’
resulted in extremely large and unrealistic odds ratios because of
concentration range difference (i.e., from approximately 10+2s to
<10)3 lg ⁄ g; as displayed in Fig. 5). Multiplying all the data by
100 prior to the statistical analysis provided a more appropriate
scale for the log odds ratio (i.e., logit). With the exception of this
step, all BLR analyses were performed using SPSS� Regression
Models software using the regression command (version 12; SPSS�

Inc., Chicago, IL).

Collinearity

Data were screened for collinearity prior to the statistical analysis
as mentioned earlier. Collinearity occurs when an independent vari-
able is correlated with one or more variables (e.g., Al and Mn col-
linearity observed in different diamond types [11, fig. 1]). The
presence of collinearity can lead to larger confidence intervals on

TABLE 4—LA-ICP-MS sequence and calibration steps
for diamond analysis.

Sample
Identification

Concentration of
Internal calibrating

Mass (lg ⁄ g)*

Pause Between
Ablating

Sample (s)�

CRM-S2150-9 848,050
CRM-S2150-10 848,050 60
CRM-S2150-11 848,050 60
NIST SRM-615-1 30,655� 90
NIST SRM-615-2 30,655 60
NIST SRM-615-3 30,655 60
SiC3-5 299,300 240
SiC3-6 299,300 60
SiC3-7 299,300 60
DIA-1-1 999,999.9§ 90
DIA-1-2 999,999.9 60
DIA-1-3 999,999.9 60
DIA-1-4 999,999.9 60
DIA-1-5 999,999.9 60
CRM-S2150-12 848,050 90
CRM-S2150-13 848,050 60
CRM-S2150-14 848,050 60
NIST SRM-615-4 30,655 90
NIST SRM-615-5 30,655 60
NIST SRM-615-6 30,655 60
SiC3-8 299,300 240
SiC3-9 299,300 60
SiC3-10 299,300 60
DIA-2-1 999,999.9 90
DIA-2-2 999,999.9 60
DIA-2-3 999,999.9 60
DIA-2-4 999,999.9 60
DIA-2-5 999,999.9 60
NIST SRM-615-7 30,655 90
NIST SRM-615-8 30,655 60
NIST SRM-615-9 30,655 60
CRM-S2150-15 848,050 240
CRM-S2150-16 848,050 60
CRM-S2150-17 848,050 60

*Concentrations used for carbon during the data processing (i.e., applied
to 13C as the internal calibrating mass).

�This corresponds to the time period required between the current sample
and the previous one to re-establish the background intensities of the differ-
ent masses analyzed by the ICP-MS.

�Estimated concentration based on CRM-S2150 (using V as internal cali-
brating mass; see text for more details).

§Concentration obtained by stoichiometric assumption (99.9% pure car-
bon for gem-quality diamond).

CRM, certified reference material; NIST SRM-615, National Institute of
Standard and Technology—Standard Reference Material 615 glass; SiC3,
silicon carbide; DIA, diamond.
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the estimated log odds ratio and individual regression coefficients.
Multicollinearity can be detected using ‘‘Variance Inflation Factors
(VIF)’’ for each variable (44). The VIF are defined as 1 ⁄ (1–Rj2)
where Rj2 is the coefficient of determination obtained when
regressing linearly variable Xj on all other variables. Multicollinear-
ity is suspected for VIF > 10. The consequences of high

multicollinearity are unreliable estimated coefficients, which may
lead to incorrect interpretation of a variable’s significance. In this
procedure, we selected all variables that have a VIF coefficient less
than 10. From this step Y, Sr, and Ba were rejected prior to con-
ducting BLR analysis on the data calibrated using the oil. The data
were first analyzed using a forward stepwise logistic regression

TABLE 5—Characteristics of element concentration measured in two diamond populations by LA-ICP-MS using the oil calibration procedure
(values in lg ⁄ g).

KS-1 (n = 535) KS-2 (n = 240)

MDLavg Avg* Std RSD% Med MDLavg Avg* Std RSD% Med

Li 0.040 0.159 0.334 210 0.044 0.055 0.070 0.082 118 0.034
Be 4.4E-03 0.011 0.021 191 0.006 5.4E-03 0.027 0.052 194 0.012
B .011 3.97 4.05 102 2.77 3.4E-03 5.17 3.99 77 4.17
Na 0.0865 38.6 92.0 238 7.95 2.084 29.5 124 420 3.74
Al 0.017 2.64 4.19 158 1.97 0.024 1.92 1.73 91 1.52
P 0.018 7.02 10.9 156 5.51 n.a. 5.36 2.51 47 4.97
K 0.516 64.1 116 181 11.2 1.229 2.19 2.61 119 0.920
Sc 7.7E-03 0.261 0.199 76 0.200 0.024 0.157 0.087 55 0.133
Ti 0.376 1.85 2.52 136 1.09 0.814 3.38 3.27 97 1.92
V 1.0E-03 0.117 0.085 72 0.102 9.4E-03 0.065 0.054 83 0.054
Mn 0.082 0.832 1.15 138 0.320 0.167 4.72 18.8 398 0.475
Co 0.017 0.097 0.276 284 0.033 0.037 0.132 0.283 215 0.057
Ni 0.099 5.33 37.2 699 0.710 0.143 3.19 15.5 487 0.850
Cu 0.013 0.471 1.31 278 0.063 0.023 0.301 1.04 346 0.074
Zn n.a. 1.24 0.672 54 1.12 3.0E-03 1.06 1.01 96 0.950
Sr 2.3E-03 2.74 23.7 863 0.016 8.0E-03 0.035 0.044 126 0.016
Y 6.5E-04 0.032 0.284 898 0.002 7.3E-04 0.009 0.029 310 0.004
Mo 0.012 0.667 4.35 652 0.022 0.023 0.629 4.01 638 0.057
Ag 0.011 0.015 0.020 127 0.008 0.010 0.015 0.012 79 0.011
Cd 7.5E-03 0.144 0.098 68 0.122 0.012 0.198 0.350 177 0.120
In 5.5E-04 0.006 0.045 711 0.001 1.1E-03 0.013 0.043 329 0.002
Sn 1.8E-03 0.175 1.12 639 0.042 2.7E-03 0.063 0.064 101 0.047
Sb 8.0E-04 0.024 0.023 96 0.018 2.2E-03 0.053 0.063 118 0.039
Ba 3.2E-03 12.6 34.2 272 0.110 3.5E-03 0.074 0.147 199 0.029
La 2.4E-04 0.615 4.58 744 0.006 3.9E-03 0.013 0.032 242 0.005
W 5.3E-03 0.056 0.094 167 0.016 6.4E-03 0.030 0.046 153 0.016
Pb n.a. 0.128 0.243 190 0.055 n.a. 0.077 0.110 143 0.055
Bi 2.8E-05 0.021 0.019 88 0.017 9.0E-05 0.045 0.057 127 0.031

*Statistic parameters based on the entire population.
MDLavg, average minimum detection limit; Avg, average; Std, standard deviation; RSD%, relative standard deviation in %; med, median value of the entire

population; n.a., not available.

FIG. 5—Box plot diagram showing the dispersion of trace element concentrations measured in KS-1 and KS-2 diamond populations. The size of the box
reported for each element corresponds to the central 50% of the entire population with its lower-end representing the lower quartile (i.e., 25th percentile),
the inside line represents the sample median (value that divides in two equal parts the entire data population; 50% above and 50% below) and the top-end
representing the upper quartile (i.e., 75th percentile). Note: The extra information available for type of plot, such as the variability of the median between
samples for box-to-box comparison (i.e., notches [41]), minimum ⁄ maximum values as well as the outliers data are not plotted here for better clarity (gener-
ated by Statistic Toolbox� v5.3 from MATLAB� v7.3.0.267 R2006b; The MathWorks� Inc., Natick, MA).
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analysis in which no variables were selected (ref. to a null model).
At each stage, the Rao’s efficient score statistic is calculated for
each individual remaining variable (i.e., 25 remaining elements,
such as Li, Be, B, Na, Al, P, K, Sc, Ti, V, Mn, Co, Ni, Cu, Zn,
Mo, Ag, Cd, In, Sn, Sb, La, W, Pb, and Bi [45]). The variable with
the highest score is added to the model and a new Rao’s efficient
score is recalculated for the remaining variables. However, after
each addition the model is tested for possible variable removal.
This process used the significance of the conditional statistic based
on the log likelihood ratio (i.e., a close parallel to the R2 in linear
regression model [42]). This process continues until further addi-
tions to the model do not provide further benefit to the log likeli-
hood-ratio criteria (i.e., probability of significance should be
>90%). The model was evaluated using both the Hosmer & Leme-
show’s test and the Nagelkerke’s R-square which are an approxima-
tion of the variance explained by the model (46,47). From this
preliminary analysis, 15 variables demonstrate a significant contri-
bution to the model (i.e., B, Al, P, Sc, Ti, V, Mo, Ag, Cd, In, Sn,
Sb, La, W, Bi, and a constant). Once this preliminary process is
performed, the residuals were examined to identify which data
points presented a poor fit for the model. For example, cases with
atypically large residual values were examined carefully as they
might be associated with ‘‘outliers’’ in the data. After review, all
the data were kept for the model, including the ‘‘outliers,’’ because
there was no significant improvement in the overall final classifica-
tion results.

Following the forward entry technique, a different operating sub-
command was selected under the BLR command to provide a
‘‘backward stepwise entry condition.’’ This is the preferred method
as it may uncover relationship missed by the forward stepwise
inclusion (42). For this condition, the 25 variables were entered into
the model together, which is then tested. In this case, the variable
with the lowest Rao’s score is removed first and then new Rao’s
scores are recalculated for all the remaining ones. Again, the same
process of removing and entering data into the model is tested
based on the significance of the conditional statistic (i.e., log likeli-
hood ratio). The process stops after further changes to the model
are not likely to benefit the Rao’s scores. With this operation, only
14 variables were selected as being significant for the model with
the same percentage of correct classification as those obtained

under the forward stepwise entry. This latter model was retained
and included the following selected variables: B, Al, P, Sc, Ti, V,
Mn, Cd, In, Sn, Sb, La, W, Bi, and a constant. As observed here,
no collinearity was detected between Al and Mn in those diamonds
compared to those referred by Bibby et al. (11). The classification
results of KS-1 and KS-2 using the CRM-S2150 oil calibration data
are presented under Part A of Table 6. As shown here, a better
overall classification for KS-1 diamond analyses (96.1%) was
obtained with respect to those of KS-2 (85.8%). The overall correct
classification of each individual analysis obtained by BLR is
92.9%, which is a reasonably high rate of classification. Although
it is important that the model correctly classify cases, it is equally
desirable that designation to a population is based on high probabil-
ities. Figure 6a shows the overall predicted probability of each indi-
vidual analysis. For this type of plot, a data point with a
probability greater than the threshold value of 0.5 (p > 0.5) has a
higher probability to be classified to the right group whereas those
equal or less than 0.5 are having a greater probability to be classi-
fied to the wrong group based on the statistical model used.

Linear Discriminant Analysis

Discriminant analysis has been widely used for geological and
forensic investigations involving either element or isotopic analyses
(e.g., [48–53]). The method consists of finding a discriminant func-
tion, also called a classification function, based on the variables
(i.e., elements) that best describe the difference between a set of
population. This is achieved by maximizing the ratio of the
‘‘between-group dispersions’’ to the ‘‘within-group dispersions’’ of
the two populations. Under the assumption of multi-Gaussian distri-
bution with the same within-group dispersion matrix, the discrimi-
nant function is linear; otherwise, it is a nonlinear function (54).
Linear discriminant function is usually preferred over nonlinear
because a smaller number of parameters are required and therefore
the analysis is more robust. However, we observed a non normal
distribution for some elements (e.g., Ba in KS-1; not shown here);
and to reduce departure from the multi-Gaussian distribution crite-
ria, we decided to apply a single power transformation to the origi-
nal data based on the percentage of well-classified samples. In such
a case, we found that elevating all the data to the power of 0.3 was

TABLE 6—Statistical classification obtained for each individual analysis measured in KS-1 and KS-2 diamonds.

KS-1 Predicted KS-2 Predicted Correct classification (%)

Part A Based on CRM-S2150 calibration data
BLR model* KS-1 Observed 514 21 96.1

KS-2 Observed 34 206 85.8
Overall BLR classification 92.9

LDA model� KS-1 Observed 499 36 93.3
KS-2 Observed 57 183 76.3

Overall LDA classification 88.0
Part B Based on NIST SRM-615 calibration data

BLR model� KS-1 Observed 511 24 95.5
KS-2 Observed 46 194 80.8

Overall BLR classification 91.0
LDA model§ KS-1 Observed 481 54 89.9

KS-2 Observed 49 191 79.6
Overall LDA classification 86.7

*Predicted classification obtained by binomial logistic regression based on 14 elements (B, Al, P, Sc, Ti, V, Mn, Cd, In, Sn, Sb, La, W, Bi, and a constant).
Criteria used for model: PIN = 0.05 (probability of score statistic for variable entry), POUT = 0.10 (probability of conditional, Wald), Iterate = 20 (max. set
value of iterations), and CUT = 0.5 (cutoff value for classification) under SPSS� regression command.

�Predicted classification obtained by linear discriminant analysis based on 16 elements (V, Sc, P, Sb, Sn, Ba, Mo, B, Ag, W, Ni, Ti, Bi, Cd, Al, and Na).
�Based on 17 elements (Ag, Al, B, Bi, K, Li, Mn, Na, Pb, Sb, Sc, Si, Sn, Ti, V, W, Y, and a constant).
§Based on 16 elements (V, B, Si, Ba, Mo, Sb, Sn, Sc, Ag, La, W, Cd, Pb, Zn, Ti, Ni).
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the best compromise (i.e., elementconcentration
0.3). This transforma-

tion brought the distribution of most elements closer to a ‘‘normal
distribution’’ with a better symmetrical shape. Again, we removed
Si as mentioned previously because of suspicious polyatomic inter-
ference for the CRM-S2150 oil calibration data. To avoid over
‘‘parameterization’’, we selected the most significant variables using
a ‘‘stepwise’’ procedure based on the Rao’s V criteria (54). From
this procedure, the model selected 16 variables that are listed in
Table 6. Once the resulted discriminant function was determined,
we applied the model to the data to explain and predict the associa-
tion of a single analysis to one of the two diamond populations
based on measured trace element concentrations (i.e., classification
analysis). The performance of the LDA was evaluated using a
cross-validation procedure (leave-one out) to obtain an unbiased
estimate of the LDA percentage of well-classified cases (55).

The final classification results obtained by LDA applied to KS-1
and KS-2 analyses are presented under Part A in Table 6. The
LDA shows a better classification results for KS-1 diamonds
(93.3%) compared to KS-2 diamonds (76.3%), similar to those
results mentioned before with the BLR model. The overall correct
classification result of each individual analysis obtained by LDA is
88.0%, which, again, is a reasonably high rate of classification.
The dispersion of predicted probabilities obtained for all analyses
based on the model is shown in Fig. 6b.

For the oil calibration, we observed in each population a greater
dispersion of the predicted data in general with the LDA model
compared to the BLR (Fig. 7a). This indicates that with these data
the LDA model is less efficient than the BLR model in recognizing
stable characteristics in the training groups used during modeling
KS-1 and KS-2.

FIG. 6—Predicted probability and classification results obtained for each individual analysis based on the oil calibration (a,b) and glass calibration (c,d)
techniques (n = 535 and 240 for KS-1 and KS-2 populations, respectively). (a) and (c) are showing the results obtained with the BLR models whereas (b)
and (d) are the results obtained with the LDA models. The insert diagrams are showing the classification results obtained for each Q&ET analysis based on
the BLR and LDA models under different calibration procedures (n = 50). Note: For the insert diagrams, all data points below the 0.5 value classify into the
right group (i.e., KS-1) whereas those above 0.5 classify into the wrong group (i.e., KS-2; as indicated by the labels on each end).

FIG. 7—Box plot diagrams showing the dispersion of the predicted probabilities for each model based on Fig. 6 data. Note: The same order was kept as
in Fig. 6. The size of the box, the sample median, the 25th percentile, and the 75th percentile are described in Fig. 5.
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Glass Calibration

From this procedure, we had the possibility of measuring all iso-
topes in one step as listed in Table 1 (i.e., 49 isotopes). Unfortu-
nately, most of the ‘‘additional’’ elements that could not be
quantified with the oil were found to have their concentration level
near or below the minimum detection limit of the instrument (e.g.,
Ce, Pr, Nd, Sm, Eu, Gd, Dy, Ho, Er, Yb, Lu, Hf, Ta, U, Th).
Because of this situation, their contribution was insignificant and,
as a result, we removed them from the data prior to statistical anal-
ysis. We used, then, the same element list as described in the previ-
ous section and checked whether it improved the overall result
(i.e., 29 elements including Si for this exercise knowing the poten-
tial molecular interferences). Both BLR and LDA were applied to
the new data following the same procedure as described previously.
The final predicted probabilities obtained for KS-1 and KS-2 dia-
mond populations are depicted in Table 6 (Part B) and Fig. 6c,d.
The overall classification rates obtained from the quantified with
the glass are very similar to those obtained from the oil (i.e.,
92.9%CRM-S2150 vs. 91.0%NIST SRM-615 by BLR and 88.0%CRM-S2150

vs. 86.7%NIST SRM-615 by LDA; Table 6). Here then, the glass cali-
bration did not really improve the final overall classification. Fur-
thermore, the BLR model was observed to be not as reliable as the
model BLR obtained on the oil calibration data following the Hos-
mer & Lemeshow’s test and the Nagelkerke’s R-square values. The
dispersion of predicted probabilities between KS-1 and KS-2
(Fig. 6c,d) is more or less the same to the one obtained by the oil
calibration (Fig. 6a,b). A similar dispersion of the predicted proba-
bility data is observed with the glass calibration compared to the
oil ones (Fig. 7b). However, the glass calibration did yield some
benefits with respect to long-term stability of the data as we will
explain below in the Q&ET samples section.

For all the models tested in this study, we observed that B, Sc,
Ti, V, Sn, and Sb are among the ‘‘common discriminatory ele-
ments,’’ which help to differentiate the two diamond populations.
This list of elements could be very different if we were to compare
two other sources or between one of the key source here and a
third one (e.g., [23]).

Q&ET Samples

The 10 ‘‘Q&ET’’ stones all originated from KS-1 population.
This information was not divulged to the analyst prior to the test.
They were selected and were all of top clarity within the same size
range as the KS-2 diamond population (i.e., 0.6–1.2 carat). Table 7
shows the classification results based on each individual analysis or
based on stone membership following arbitrary criteria as described
in the footnotes. As shown here, the results obtained using BLR
were better for the data obtained from the glass calibration proce-
dure than for those obtained from the oil calibration procedure.
These results are reported in the insert diagram of Fig. 6c where
most data are distributed closer to the KS-1 population with only
three analyses being classified as KS-2 source. However, it is
important to remember that BLR was not very robust for these data
as we mentioned previously. The data obtained from the glass-
based procedure show that the final results improved for the BLR
model (Fig. 6a vs. c) but not for the LDA model (Fig. 6b vs. d).
In fact, for LDA analysis, it led to incorrect classification for most
stones (Fig. 6d). These results stress the difficulty to classify cor-
rectly the diamonds by their sole chemical characteristics. On the
one hand, we observe high Q&ET misclassification rates for LDA
with both oil and glass calibrations. On the other hand, BLR classi-
fies well only with the glass calibration. This suggests glass

calibration and BLR statistical analysis are preferable to oil calibra-
tion and statistical analysis by LDA. However, these results must
be considered preliminary given the small representative sample
and need to be confirmed by further statistical analysis.

Over the 9-month period, we observed a better stability for V
and Mo in SiC3 when NIST SRM-615 was used as the external
reference material compared to the CRM-S2150. These observa-
tions, however, are not directly translated to the final statistical pre-
diction as shown in Fig. 7a,b (i.e., larger data dispersion for the
diamond analysis with the glass in general). A better signal stability
is good as long as we have a good matrix match, something we
did not have at the time of this study but have been developing.

Conclusions

The results obtained in this preliminary study demonstrate the
possibility of using chemical impurities as measured by LA-ICP-
MS to determine the provenance of a diamond but it requires addi-
tional testing from other diamond sources for further validation.
The use of two statistical methods confirmed our concerns related
to using an oil reference material as opposed to a solid material
(e.g., NIST glass). Both statistical methods, BLR and LDA,
selected models with a large number of variables (14–17) to
achieve a good classification on the training set. A model with a
large number of variables often lacks robustness for application to
new data. This seems to be the case with the Q&ET as good clas-
sification rates were substantially lower for LDA with both calibra-
tion and for the BLR with the oil calibration.

There are several reasons why BLR is preferred for this applica-
tion compared to LDA statistical models. The LDA assumes that
the independent variables are normally distributed, have a linear
relationship, and have equal within-group variances. The BLR does
not have these assumptions as it transforms variables into logits
and it can, therefore, accommodate both categorical and continuous
independent variables. The BLR assumes, on the other hand, that
there is no collinearity between variables (or elements), such as Al-
Mn observed in some diamonds (11). However, collinearity is
screened prior to the statistical analysis and the ‘‘coupled’’ element
being removed to generate the final model.

TABLE 7—Classification results obtained for the Q&ET samples.

KS-1 Predicted KS-2 Predicted

Correct
Classification (%)

Part A Based on CRM-S2150 calibration data
BLR

model*
Q&ET analyses

� 10 40 20
Q&ET diamonds

§ 2 8 20
LDA

model�
Q&ET analyses

� 21 29 42
Q&ET diamonds

§ 4 6 40
Part B Based on NIST SRM-615 calibration data

BLR
model–

Q&ET analyses 47 3 94
Q&ET diamonds 9 1 90

LDA
model**

Q&ET analyses 7 43 14
Q&ET diamonds 0 10 0

*Results obtained with the BLR model (14 variables; see text for
details).

�Results obtained with the LDA model (16 variables; see text for
details).

�Q&ET results based on each individual analysis (ntotal = 50).
§Q&ET results based on individual stone following the arbitrary criteria

of 3 ⁄ 5 analyses belong to the correct population (ntotal = 10; see text for
details).

–Based on 17 variables (see text for details).
**Based on 16 variables (see text for details).
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As well, our results indicate the requirement for a better ‘‘refer-
ence’’ material to compare diamond pools analyzed on an extended
time period (years) and to facilitate the comparison of results
between laboratories. The purpose of this reference material is to
generate a better signal stability during the LA-ICP-MS analysis, to
have a better control on the matrix effects, and to compare and
share some of our LA-ICP-MS results with other laboratories. With
this perspective, the RCMP have developing diamond-based stan-
dards that would satisfy all these requirements.
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Recovery of Latent Fingerprints and DNA on
Human Skin*

ABSTRACT: The project ‘‘Latent Fingerprints and DNA on Human Skin’’ was the first systematic research in Europe dealing with detection of
fingerprints and DNA left by offenders on the skin of corpses. One thousand samples gave results that allow general statements on the materials and
methods used. The tests were carried out according to a uniform trial structure. Fingerprints were deposited by natural donors on corpses. The latent
fingerprints were treated with magnetic powder or black fingerprint powder. Afterward, they were lifted with silicone casting material (Isomark�) or
gelatine foil. All lifts were swabbed to recover DNA. It was possible to visualize comparable and identifiable fingerprints on the skin of corpses
(16%). In the same categories, magnetic powder (18.4%) yielded better results than black fingerprint powder (13.6%). The number of comparable
and identifiable fingerprints decreased on the lifts (12.7%). Isomark� (14.9%) was the better lifting material in comparison with gelatine foil (10.1%).
In one-third of the samples, DNA could be extracted from the powdered and lifted latents. Black fingerprint powder delivered the better result with a
rate of 2.2% for full DNA profiles and profiles useful for exclusion in comparison with 1.8% for the magnetic powder traces. Isomark� (3.1%)
yielded better results than gelatine foil (0.6%).

KEYWORDS: forensic science, fingerprints, DNA, human skin, adhesive powder, silicon, gelatine foil

In postmortem casework, evidence of offender contact on the
skin surface of the homicide victim has to date in Europe been
regarded as almost impossible to detect, as indeed has forensic
analysis of such evidence. The search for fingerprints left by the
offender on the skin of the victim has repeatedly been discussed in
relevant publications (1–17).

In 2000, the Crime Scene Unit at the German Federal Criminal
Police (Bundeskriminalamt) began a series of trials supported by
various federal police offices and institutes of forensic medicine
aimed at detecting and recovering latent fingerprints on the skin of
corpses by using adhesive powders (18). During the course of the
trials, the question arose as to whether an offender’s DNA could be
recovered and typed from the lift of a fingerprint on the victim’s
skin. This was possible during some pretests that were conducted
under laboratory conditions (19).

The initial successes at a national level for the recovery of fin-
gerprints and for the typing of DNA on human skin were the bases
of a project funded by the AGIS program of the European Union
(EU). The project objectives were verification of the results of
the German test series to visualize latent fingerprints on human
skin with common adhesive agents, determination of suitable and
easy to use instruments, proof of the possibility of recovering
‘‘offender’s’’ DNA from fingerprints placed on skin, exploration of
best extraction method for DNA typing with regard to inhibition
problems caused by the adhesive powders, and development of a
standardized method ⁄ recommendation.

It was the first systematic research carried out in Europe dealing
with this topic and the first study involving four countries (Austria,
Denmark, Germany [project management], and the United King-
dom) and a project time of 2 years. The large number of samples
(1000) gave results that allow general statements on the materials
and methods used.

Materials and Methods

The trials were carried out in the respective local morgues of the
project partners (Germany: Institute of Forensic Medicine at the
University Hospital of Freiburg; Austria: Department for Forensic
Medicine at the Medical University of Vienna and the Pathology
Department at the State Clinic in St. Pçlten; the United Kingdom:
University of Oxford School of Anatomy, Physiology & Genetics,
Medical Sciences Teaching Centre; Denmark: Faculty of Health
Sciences, Department of Forensic Medicine) in accordance with the
ethical standards on human experimentation (Declaration of Hel-
sinki 1983).

In each of the participating countries, 250 fingerprints were
placed on and recovered from 10 corpses, so that a total of 1000
fingerprints and lifts were analyzed. In the project, 18 male and 22
female corpses were processed. The age of the deceased ranged
from 15 to 98 years. The deceased were not obvious victims of
crime.

When the project began, a uniform trial structure was estab-
lished, to which all participants were to adhere.

Preparation

The partners were issued with a ‘‘starter kit’’ containing all mate-
rials needed along with equipment to avoid contamination and to
create equal conditions for the fingerprint and DNA recovery.
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Besides, a full protective clothing set (suit, gloves, face mask, shoe
protection) each team received:

• Magnetic powder and magna brush (Hans Stçckle GmbH, M�n-
chen, Germany),

• Black fingerprint powder and disposable fiberglass brushes
(Armor Holdings Forensics, Jacksonville, FL),

• Isomark� pistol, cartridge, nozzles (Isomark Ltd, Nuneaton, U.K.),
• Gelatine foil (Teiva s.r.o. GmbH, Prague, Czech Republic),
• Air-permeable containers for storing lifts.

If the corpse had already been refrigerated, it was left in a war-
mer environment for at least 4 h to allow moisture to dissipate.
The skin had to be dry when placing the fingerprints. The skin
temperature of the corpses ranged from 15 to 25�C. The ambient
temperature ranged from 17 to 25�C.

DNA samples were taken from each depositor and each corpse
by taking oral mucous samples.

Fingerprint Placement

With regard to the whole project, 26 different natural depositors
were involved. The donors had not been picked out for special
selection criteria, but by their affiliation to the partners’’ institutions.
If possible, the fingerprints were placed on smooth and undamaged
parts of the skin on the limbs (forearm, lower leg, and foot) of the
corpses. The areas of deposition were marked, and every print was
given an individual number. The fingerprints were placed groomed,
using a body’s own perspiration and sebum adhesions. For this pur-
pose, the fingerprint depositor wiped his or her fingers across his
forehead and neck. When placing the fingerprints, the pressure was
subjectively firm and exerted for several seconds.

Fingerprint Detection

Between 30 and 60 min passed before the search and recovery
of latents started. Protective clothing was worn by the participants
at all stages in the fingerprint recovery process to prevent contami-
nation with foreign DNA.

Previously unused powder was applied to all fingerprints. Five
hundred and five fingerprints were treated with magnetic powder
using a magnetic plunger (‘‘magna brush’’). The magnetic plunger
was cleaned before treating a new fingerprint area. Analogous to
this, 495 fingerprints were treated with black fingerprint powder
using disposable fiberglass brushes. Both powders were carefully
applied with gentle strokes to avoid over-powdering. Excessive black
fingerprint powder was wiped off the fiberglass brush before pow-
dering to distribute the powder evenly and to minimize background
staining. It was kept in mind that too many strokes could brush away
cells from the fingerprints, which could have meant a loss of DNA.

Preserving Latents

First of all, all areas where fingerprints were deposited were pho-
tographed with a digital SLR camera with a macro lens. Photo-
graphs were taken as follows:

• Photograph of complete body,
• Close-up shot of the areas marked,
• Each recovered fingerprint, even those which were not suitable

for analysis, was photographed twice with a measuring scale
1:1 (first on the skin, second on the lift).

Image processing (enhancement of fingerprints) followed the var-
ious project partners’’ standard operating procedures.

Fingerprint and DNA Recovery

Five hundred and thirty-eight fingerprints were lifted with white
Isomark�, a silicone-based two-component casting material, 462
with gelatine foil. The lifts were packed in air-permeable containers
and forwarded to the Institute of Forensic Medicine, University
Hospital of Freiburg for DNA analysis.

DNA Typing

To carry out DNA typing cellular material attached to the gela-
tine foils and Isomark� casts was transferred to sterile cotton buds
moistened with high performance liquid chromatography (HPLC)
water by wiping over the fingerprint area.

To limit the loss of DNA during processing, organic extraction
with subsequent ethanol precipitation was initially chosen. While
those samples treated with black fingerprint powder provided inter-
pretable, amplified DNA results, in those samples treated with mag-
netic powder, inhibition of the PCR was observed. Even when
cleaned with column chromatography (Chromaspin 100), the inhibi-
tor could not completely be removed. Cleaning also resulted in a
considerable loss of DNA, which had a negative effect on the DNA
profiling. As a consequence, an extraction method had to be found,
which would remove the inhibitor without the loss of a significant
amount of DNA. Following various trials, NucleoSpin� Tissue XS
kits (Macherey-Nagel, D�ren, Germany) were chosen. With this
method, following cell lysis, the DNA is attached to a silica mem-
brane, washed, and released using an elution buffer. The advantage
of this process over the majority of other extraction kits is the very
small elution volume of 10–30 lL, a consequence of binding the
DNA to a membrane, which is only a few mm2, and also the elimi-
nation of inhibitors, which was confirmed by real-time PCR.

It was then possible to reduce the number of samples that pro-
duced no results. An increase in samples giving the corpse’s profile
compared to organic extraction was also a result of improved
extraction.

Organic Extraction Method

An organic extraction process was used on the first 193 samples to
release DNA from each of the samples. This was carried out by plac-
ing the samples in 500 lL of stain extraction buffer and adding 10 lL
of proteinase K (20 mg ⁄mL). The samples were then incubated in a
shake incubator overnight at 56�C. This was followed by a phe-
nol ⁄chloroform ⁄ isoamyl alcohol extraction and then a chloroform ⁄ iso-
amyl alcohol extraction and finally an ethanol precipitation to which
10 lg tRNA was added as a carrier. After washing with 70% ethanol
and drying the DNA, the DNA was re-suspended in HPLC water.

Extraction with NucleoSpin� Tissue XS kit

The remaining 807 samples were processed using the Nucleo-
Spin� Tissue XS kit. Samples were incubated overnight at 56�C with
160 lL of the lysis buffer, to which 8 lL proteinase K (20 mg ⁄mL)
was added. The extraction protocol provided by the manufacturer
was slightly modified because of the small amount of DNA expected.
First, a more rigorous extraction buffer CF from Macherey-Nagel
GmbH & Company was used for cell lysis. Second, the wash buffer
B5 was split. The first washing was carried out with a final ethanol
concentration of 80% (B5.1), the second washing with 60% ethanol
(B5.2) to enhance DNA elution with buffer BE. Third, for a complete
removal of residual ethanol, DNA solution was incubated at 75�C for
8 min with open lid in a shaking incubator.
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Evaluation and Statistical Methods

The analyses of the recovered fingerprints were carried out by
the project partners’’ fingerprint experts in accordance with their
respective regulations. Each print was classified twice, once on skin
and once on the lift. To keep the results consistent, the following
scoring system was used:

• Identification
• Elimination
• Indication of touch
• No trace

The DNA traces were analyzed according to the following
categories:

• No result (A)
• Complete DNA profile of the corpse (B)
• Partially interpretable mixed trace (C)
• Completely interpretable mixed trace (D)
• Complete donor DNA profile (E)

To assign traces to these categories, eight genetic marker systems
were used (Amelogenin, TH01, VWA, FGA, D3S1358, D8S1179,
D21S11, and SE33).

Statistical data preparation was carried out by using SPSS soft-
ware (Statistical Package for Social Scientists, Version 14, SPSS
Inc., Chicago, IL). The results are provided here with descriptive
statistics. The results were also statistically checked with regard to
their dependency on each other and to their significance. However,
the tests predominantly confirmed the results of the relative fre-
quencies. Therefore, this article will do without a full description of
the statistical analyses performed and will only point out selected
methods when appropriate.

Results

The individually numbered traces were listed in an ‘‘Evidence
Record’’ with their locations on the corpses and the recovery mate-
rials used. On a second form, information regarding the deceased
persons and the condition in the mortuaries was recorded. For eval-
uation purposes, the information was managed by using a MS
Access database.

Preliminary Remark

Neither gender nor age of the deceased had a significant impact
on the fingerprint and DNA results. Evaluation of the results
showed no significant influence exerted by either the ambient tem-
perature or the temperature of the donors’’ fingers within the tem-
perature ranges encountered.

Dactyloscopic Analyses

On examination of corpses’’ skin, 16% of the fingerprints depos-
ited would have been suitable for elimination or identification
(Figs. 1 and 2). The results are given in Table 1. Comparison of
the latent results ‘‘skin’’ and ‘‘lift’’ showed that no latent with ‘‘no
result on skin’’ was improved to a usable dactyloscopic result by
lifting (either ‘‘elimination’’ or ‘‘identification’’). Only one latent
was improved from ‘‘elimination’’ on skin to ‘‘identification’’ on
the lift. Merely, three latents (of 1000), which were assessed as
‘‘indication of touch’’ on the skin, were put in the category ‘‘elimi-
nation’’ on the lift, i.e., these latents improved from an unusable to
a usable dactyloscopic result.

The results of fingerprint evaluation (on the skin) with regard to
different adhesion agents are given in the cross-tabulation (Table 2).
In our trials, magnetic powder turned out to be the better adhesion
agent. Then, 18.4% of the latents treated with magnetic powder were
categorized as ‘‘elimination’’ or ‘‘identification’’ compared to 13.6%
of the black fingerprint powder dusted traces. Regarding the lifting
materials tested, better results for fingerprints were obtained with Iso-
mark� casting material. Seventy-seven (14.9%) of the Isomark� cast-
ings were suitable for ‘‘elimination’’ or ‘‘identification,’’ whereas
only 44 (10.1%) of the gelatine lifts were. In terms of dactyloscopic
analysis, the combination ‘‘magnetic powder & Isomark�’’ yielded
the best results (‘‘elimination’’ + ‘‘identification’’ = 17%). The least
promising combination is that involving black fingerprint powder
and gelatine foil (‘‘elimination’’ + ‘‘identification’’ = 8%).

Identifiable prints could be visualized on all body areas tested. It
was noted that ‘‘bony’’ areas such as feet, shanks, and forearms
yielded better results than more ‘‘fleshy’’ areas such as thighs and
upper arms (i.e., foot = 26.9% ‘‘elimination’’ + ‘‘identification’’;

FIG. 1—Fingerprint on human skin, made visible with magnetic powder.

TABLE 1—Fingerprint results on skin.

Frequency Percent

No result 502 50.2
Indication of touch 338 33.8
Elimination 69 6.9
Identification 91 9.1

FIG. 2—Fingerprint on human skin, made visible with black powder.
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upper arm = 4% ‘‘elimination’’ + ‘‘identification’’). The location
had no impact on the DNA results.

DNA-Typing

Considering the DNA results, overall it was possible to extract
DNA from one-third of the samples. Twenty samples (2%) were
suitable for eliminating or identifying a perpetrator (Table 3).

Regarding the DNA typing, both statistical tests and mean value
comparison confirm the findings concerning the relative frequencies
in as much as DNA analysis of traces treated with black fingerprint
powder (2.2%) yielded better results with both extraction methods than
magnetic powder (1.8%). However, the results of magnetic powder
and black fingerprint powder converge in the T-Test with the extrac-
tion method using the NucleoSpin� kit (organic method: mean value
black powder 1.63, mean value magnetic powder 1.29; NucleoSpin�:
mean value black powder 1.58, mean value magnetic powder 1.38).
The DNA typing was successful with 17 of the Isomark� castings in
the categories ‘‘completely interpretable mixed trace’’ and ‘‘donor’s
DNA’’, when compared to three of the gelatine foil traces (Table 4).

To evaluate the results for DNA regarding the combination of
the adhesive powder used with the lifting agents, mean value com-
parison was carried out. It was found that all combinations differed
significantly from each other. Here, the best results were obtained
by the ‘‘black fingerprint powder–Isomark�,’’ combination (4.2%).
The ‘‘magnetic powder–Isomark�,’’ combination, which ranked best
with regard to latent print analysis, was statistically the second best
combination in terms of DNA analysis (2.2%).

DNA Results in Relation to Visual Aspects of the Latents

The question was whether or not DNA results depend on the
quality of dactyloscopic results. To clarify this, two groups were
formed during the statistical evaluation: ‘‘latent print not

visualized’’ (category ‘‘no result’’) and ‘‘latent visualized’’ (catego-
ries ‘‘indication of touch’’ + ‘‘elimination’’ + ‘‘identification’’).

To measure the dependency of the groups in relation to DNA
results, Pearson’s correlation coefficient was applied. According to
this, the hypothesis that a visible fingerprint generates better DNA
results can be ruled out. In this project, statistics showed that dac-
tyloscopic (i.e., visual) results were completely independent of
DNA results and are therefore irrelevant as indicators. Whether or
not the fingerprint ⁄ contact can be visualized or not is completely
irrelevant for the results of a DNA analysis.

Discussion

Our study was the first empirical research concerning the detec-
tion of fingerprints on human skin with common and well-known
crime scene examination equipment in Europe. Moreover, this is
the first study that evaluated the sequence of fingerprint and DNA
recovery on the skin of corpses. The EU-AGIS project has shown
that it is possible to visualize a considerable number of latent fin-
gerprints on the skin of corpses, which are potentially useful in
eliminating or identifying a possible offender. The project was
also successful in demonstrating that it is possible to recover
‘‘offender’s’’ DNA from fingerprints placed on the skin of corpses,
to remove this from latent lifting agents, and to extract it indepen-
dently of the adhesion agent used. It is hoped that the results of this
project will encourage the use of this procedure in postmortem
casework.

The relatively small number of interpretable DNA profiles (2%),
which would have identified ⁄ eliminated the donor (categories D
and E samples), might be a result of a loss of DNA for the follow-
ing reasons:

• The transfer of cells from the fingertips to the skin of the corpse
is dependent on the intensity of the contact process (pressure,
period of time) and the individual differences in the skin.

• The donor cells placed on the skin of the corpse were then
transferred to gelatine foil or Isomark� casts.

• Cells were transferred yet again to swabs for DNA extraction.
• As described earlier, the DNA extraction method strongly influ-

enced the quality and quantity of isolated DNA and its ability
to be typed.

TABLE 3—Overall DNA results.

Frequency Percent

No results (A) 645 64.5
Profile victim (B) 269 26.9
Incomplete mixed trace (C) 66 6.6
Completely interpretable mixed trace (D) 7 0.7
Donor’s DNA (E) 13 1.3

TABLE 4—DNA results regarding lifting material.

DNA Results

Lifting Agent

TotalIsomark� Gelatine Foil

No results Number 258 387 645
% Results DNA 40.0 60.0 100.0
% Lifting agent 48.0 83.8 64.5
% Total number 25.8 38.7 64.5

Profile victim Number 221 48 269
% Results DNA 82.2 17.8 100.0
% Lifting agent 41.1 10.4 26.9
% Total number 22.1 4.8 26.9

Incomplete mixed
trace

Number 42 24 66
% Results DNA 63.6 36.4 100.0
% Lifting agent 7.8 5.2 6.6
% Total number 4.2 2.4 6.6

Complete
interpretable
mixed traces

Number 5 2 7
% Results DNA 71.4 28.6 100.0
% Lifting agent 0.9 0.4 0.7
% Total number 0.5 0.2 0.7

Donor’s DNA Number 12 1 13
% Results DNA 92.3 7.7 100.0
% Lifting agent 2.2 0.2 1.3
% Total number 1.2 0.1 1.3

TABLE 2—Fingerprint results on skin regarding adhesion agents.

Fingerprint
Results on Skin

Adhesion Agents

Total
Black Fingerprint

Powder
Magnetic
Powder

No result Number 257 245 502
% Results on skin 51.2 48.8 100.0
% Adhesion agent 51.9 48.5 50.2
% Total number 25.7 24.5 50.2

Indication of
touch

Number 171 167 338
% Results on skin 50.6 49.4 100.0
% Adhesion agent 34.5 33.1 33.8
% Total number 17.1 16.7 33.8

Elimination Number 36 33 69
% Results on skin 52.2 47.8 100.0
% Adhesion agent 7.3 6.5 6.9
% Total number 3.6 3.3 6.9

Identification Number 31 60 91
% Results on skin 34.1 65.9 100.0
% Adhesion agent 6.3 11.9 9.1
% Total number 3.1 6.0 9.1
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All the earlier points cause a loss of cells or DNA, which can
mean that a sample may no longer contain enough DNA for analy-
sis. Hence, further research will be necessary to enhance the DNA
results. Particularly, the recovery of the ‘‘offender’s’’ cells (directly)
from the skin of the victim and the subsequent DNA extraction has
to be improved.

It is recommended to use the combination of ‘‘magnetic
powder–Isomark�.’’ This combination delivered the best fingerprint
results and was statistically the second best variation for the DNA
analysis. The application of magnetic powder is preferred by the
project partners who found the handling more practicable because
of less abrasion and less over-powdering. As a rule, during post-
mortem casework, the complete corpse is tape lifted. Based on the
results of the EU-AGIS project and depending on the status of
investigations, for example, if there are indications that the body
was transported, one should refrain from taping such areas of the
body and prioritize the search for fingerprints and ⁄ or offender’s
DNA in these areas. Additionally, it is worth noting that whether
the fingerprint ⁄ indication of touch can be visualized or not has no
bearing whatsoever on the DNA analysis results. For this reason,
the powdered areas with no fingerprint result should be treated with
DNA recovery methods for later analysis.

Because of the success of the project and the remaining ques-
tions raised during the course of the trials, we have applied for EU
funding for a follow-up project.
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ABSTRACT: Exposure to light or heat, or simply a dearth of fingerprint material, renders some latent fingerprints undetectable using conven-
tional methods. We begin to address such elusive fingerprints using detection targeting photo- and thermally stable fingerprint constituents: surface-
enhanced Raman spectroscopy (SERS). SERS can give descriptive vibrational spectra of amino acids, among other robust fingerprint constituents,
and good sensitivity can be attained by improving metal-dielectric nanoparticle substrates. With SERS chemical imaging, vibrational bands’ intensities
recreate a visual of fingerprint topography. The impact of nanoparticle synthesis route, dispersal methodology–deposition solvent, and laser wave-
length are discussed, as are data from enhanced vibrational spectra of fingerprint components. SERS and Raman chemical images of fingerprints and
realistic contaminants are shown. To our knowledge, this represents the first SERS imaging of fingerprints. In conclusion, this work progresses
toward the ultimate goal of vibrationally detecting latent prints that would otherwise remain undetected using traditional development methods.
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Latent eccrine fingerprints deposited on many surfaces may
sometimes go undetected once prints age over a few hours, espe-
cially when exposed to sunlight. The ability to develop latent fin-
gerprints is often influenced by many factors including print-type
(clean ⁄eccrine through oily ⁄ sebaceous), humidity, light, surface
matrix, etc. (1). Recent findings on the fundamental chemistry of
superglue fuming, a prominent method for developing prints on
nonporous surfaces, revealed methods capable of enhancing the
ability to develop latent fingerprints that would otherwise go unde-
tected (2). This enhancement, which involves fuming with acetic
acid vapors prior to superglue fuming, was not highly effective on
fingerprints exposed to high energy (UV ⁄ blue light) radiation from
sun or fluorescent lighting, especially on surfaces containing iron
(III) because of the catalyzed photodegradation of a lactate anion,
which is the major cyanoacrylate polymerization initiator (3). In
addition, the enhancement method is not easily amenable to field
applications. Thus, a real need exists to detect latent fingerprints on
all surfaces regardless of the print type or environmental exposure
factors. This work on latent print detection will lead to a better
understanding of fingerprint degradation chemistry. It will also
facilitate a new, complementary method for Raman-based latent
print visualization by utilizing the surface enhancement phenome-
non to achieve sensitive chemical imaging-based latent print

detection for field applications. To accomplish this goal, the project
was divided into two phases. The objective of the first part,
described herein, was to study the fingerprint chemistry and decom-
position with respect to Raman detection and enhancement methods
with an aim to eventually validate the concept of a transportable
macro-Raman system. The second part, fully fieldable imaging of
prints, relies on the development of a dispersible surface-enhanced
Raman spectroscopy (SERS) reagent system of intense inherent
sensitivity currently being researched in our laboratories. The cur-
rent time to image a single print is 30 sec based on the narrow
vibrational band at 1129 cm)1 and 10–30 min to create a full spec-
tral profile of the print. In our SERS substrate development, this
procedure is common practice to fully characterize the substrate’s
performance and look for any potential contaminants. In the
field ⁄ forensic laboratory setting, this long acquisition time would
only be done if unknowns were suspected and the practitioner
desired vibrational information to use in an attempt to identify non-
fingerprint materials.

Raman spectroscopy is executed when the inelastically scattered
photons from a molecule are collected and their energy differences
translated into a wavenumber spectrum indicative of the vibrating
bonds within the molecule (4). Surface enhancement results when
an analyte molecule’s proximity with a metal surface allows the
amplification of two electromagnetic fields: the one impinging on
the molecule and the one scattered by the molecule (5). Addition-
ally chemical enhancement may be achieved between analyte and
metal through the quenching of fluorescence, a significant source
of nondescript background in Raman (6). However, chemical inter-
actions are also detrimental in some cases because of the repulsion
between molecule and metal surface and steric obstruction of the
metal surface by nonanalyte ambient molecules.
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The role of Raman spectroscopy as a forensic tool has already
been well established in terms of drug identification, document and
currency verification, and, most prominently, art and archeology
verification and dating (7–11). SERS of amino acids has found
broad application in the study of protein folding investigations and
simply in detecting certain proteins in an aqueous environment
(12). Urea and lactic acid separately have also been evaluated using
Raman as specific markers of physiologic imbalance in diabetes
and muscle conditions, respectively (13,14). Raman detection was
even pioneered in fingerprint and contaminant detection on a spot
detection basis in 2004 (15). Despite these prior uses of Raman
spectroscopy for nonimaging fingerprint forensics and the Raman
detection of prominent components of eccrine prints in biomedi-
cine, no confluence of these streams of research has yet occurred
to produce Raman chemical imaging detection of latent finger-
prints. In the research described herein, preliminary groundwork
toward developing a technique aimed at using surface-enhanced
Raman imaging of latent fingerprints is presented.

The science of retrieving latent fingerprints or their images has
been well established and continues to improve as new technologies
arise in the fundamental fields of science, such as physics, chemistry,
and biology. The last two decades have seen the forensic field begin
to reap more direct and immediate benefits from advances in funda-
mental biochemical and analytical chemical research. A few exam-
ples of these new technologies include advanced fluorescent tagging,
DNA mapping and matching, and the use of data mining techniques
in combination with extensive fingerprint databases to electronically
catalog latent prints and comparatively identify them (16–18). Vibra-
tional spectroscopic analysis of fingerprints can benefit the forensic
community by offering a means of identification and isolation of a
latent print from its background that does not rely solely on physical
means of development (i.e., one lacking descriptive chemical infor-
mation). The narrow vibrational bandwidths of analyte molecules
allows discernment of, for instance, a vibrational band of urea from a
closely related vibrational band of the amide bonds in the wooden
surface on which the print is deposited. Using chemical signatures to
discern on-ridge from off-ridge would allow imaging of prints irre-
spective of chemical pretreatment with fuming or dyes. Using the
weak but perceptible Raman signature of amino acids and urea would
ameliorate the need for oils within the print to preserve moisture and
protect the lactate ion, a component proven in our earlier work to act
as the main initiator in the polymerization of cyanoacrylate vapors
(2,3). Optical vibrational spectroscopic has previously been reported
utilizing Fourier transform infrared (FTIR) spectroscopy to image
latent prints on highly reflective surfaces and on tapes ⁄ gels using an
attenuated total reflectance cell (19). Reconstructed images comprise
an intensity map of one or more regions of vibrational spectrum
indicative of a fingerprint. However, the FTIR-based spectral interro-
gation described does not utilize portable instrumentation, and IR in
general suffers from water signal background to a greater extent than
Raman. The work presented also conveys results on the technological
background of SERS chemical imaging. SERS is evaluated for creat-
ing a chemical image of latent prints by following a characteristic
spectral signal from print components. Raman imaging data, illustrat-
ing the ability to co-identify contaminants within a print, i.e., drugs of
abuse or explosive residue, is also presented.

Materials and Methods

Artificial Fingerprint Solution

In order to perform multiple sequential analyses on eccrine fin-
gerprint material with the possibility of increasing concentrations of

the components, an artificial fingerprint solution was identified and
is discussed at length elsewhere (20). Briefly, the process included
a compilation and evaluation of literature recipes to yield an opti-
mized single complete surrogate eccrine recipe. A reference was
found that identified and quantified (in lmoles ⁄print) the individual
amino acids and urea found in a thumbprint deposited on a glass
surface (21). The Geigy Scientific Tables were consulted for the
nonamino acid composition of eccrine secretions, reported in mg ⁄L
(22). Calculations were performed to correlate the amount of urea
and total amount of all amino acids found in one print, as reported
by Hamilton, with the overall concentrations of those substances
found in eccrine sweat, as reported in the Geigy Scientific (21,22).
According to the urea data, one print consisted of 23.92 lL of
sweat; based on the amino acid data, one print contained 31.89 lL
of sweat. The average of these values, 27.91 lL of sweat per print,
was employed for all conversion calculations used to create a ‘‘rec-
ipe’’ for an artificial eccrine-fingerprint solution currently in press
in a forthcoming Journal of Forensic Sciences article detailing fin-
gerprint component degradation studies (20).

Instrumentation and Chemicals

Several Raman instruments were used during the course of this
developmental work. For initial surveys of SERS activity of indi-
vidual fingerprint components with silver and gold nanocomposite
substrates, a JYHoriba LabRam was used with a thermoelectrically
cooled CCD detector, notch filter for rejection of Rayleigh scatter
and laser line, and a 632.8-nm helium–neon laser. Laser power at
sample is 8.9 mW, and sample acquisitions were all set to 1 sec,
unless otherwise noted. For experiments with gold nanocomposite
substrates, a Dilor Raman spectrometer was used that employed a
triple monochromator wavelength selection with laser line rejection
and a liquid nitrogen cooled CCD camera. Both of these instru-
ments use versions of LabSpec software (JYHoriba, Inc., Edison,
NJ). Raman images were collected by co-authors R. Schuler and
C. Gardner at ChemImage Corporation’s Pittsburgh, PA, location
on a FALCON� Microscope Raman and Fluorescence Imaging
System while an ORNL prototype imager was being constructed.
The FALCON� system utilizes a liquid crystal tunable filter
(LCTF) for collected scattered wavelength selection. These systems
also have a thermoelectrically cooled CCD. Raman chemical
images are created by such a system as follows: the impinging
laser light is expanded to 20 mm diameter, light is collected over a
narrow wavelength range defined by the LCTF, and an image at
essentially a single wavelength of Raman scattered light is created
and stored. The LCTF then tunes to another wavelength and the
process is repeated, stacking ‘‘single’’ Raman wavenumber images
on top of each other until a hyperspectral cube is created. In this
cube, the X and Y axes define an intensity map of the sample’s
Raman scatter signal at a particular wavenumber electromagnetic
region. The Z direction illustrates the Raman spectrum from single
spots once the cube is constructed via LCTF tuning across what-
ever wavenumber regions are defined by experimental parameters.
The difference in this type of imaging as contrasted with conven-
tional Raman rastering or mapping is the speed with which the
image can be collected in a situation where the target analyte is
known, and therefore a predetermined spectral region can be
targeted by the LCTF. Conventional rastering or mapping creates a
Raman image by collecting an entire Raman spectrum at each of
many spots across the sample, after which the intensity map is
reconstructed by following defined wavenumber regions from
within the X–Y grid of whole spectra. This approach is more
suitable for gaining descriptive information from maps of unknown
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substances as it is more time consuming than large field of view
imaging using known wavenumber regions of interest for analytes,
in our case fingerprint materials. For SERS response screening,
1 mM solutions of the fingerprint components were prepared indi-
vidually in 18 MX deionized water from a Millipore Elix� system
(Millipore, Inc., Billerica, MA). All chemicals were procured from
Sigma–Aldrich (St. Louis, MO) and used as received.

SERS Reagents and Nanoparticle Dispersal

Several incarnations of surface-enhanced Raman substrates were
employed, falling into three categories. (i) Advanced, nondispers-
ible substrates were used for proof-of-principle demonstrates sup-
porting SERS chemical imaging of fingerprint material deposited
directly onto the substrate. (ii) Conventionally prepared silver
colloidal solutions were utilized for solution screening of eccrine
fingerprint component chemicals at concentrations of 10)3 M and
diluted to 10)4 M when combined with colloid. Conventional col-
loids were also heavily used in early dispersal studies and solvent
exchange tests. (iii) Finally, four types of advanced solution-based
substrates were tested, of which only silver-coated gallium oxide
nanowires yielded as sensitive or more sensitive SERS responses
when compared with conventional colloid. Nanocomposites of sil-
ver metal vapor deposited onto the elastomer polydimethylsiloxane
used in the initial proof of concept experiments were previously
characterized by Sepaniak et al. (23–26). The bulk Sylgard polymer
was mixed in a 10:1 ratio with curing agent, degassed under vac-
uum, poured onto a 1¢¢ · 3¢¢ microscope slide, and cured at 70�C
for 1 h. The slide was then inverted in a physical vapor deposition
unit, and silver metal was deposited in a sublimed plume from a
resistively heated tungsten boat at a pressure of 2 · 10)6 Torr. This
substrate, although beneficial in its solid phase extraction and slow
silver oxidation characteristics, is nondispersible and therefore not
amenable to field use. Conventional silver colloidal solutions were
used for screening the individual components of eccrine prints.
These spherical particles were reduced with trisodium citrate or
with sodium borohydride using silver nitrate as a feedstock with
stirring at temperatures of 90�C and in an ice bath, respectively.
Further details of these preparations have been exhausted in the lit-
erature (27–29). Preparation of geometrically shaped silver nanopar-
ticles for SERS enhancement included rods, cubes, triangular
nanoprisms, and silver-coated dielectric core nanowires may also
be found in the literature (30–33). Only the nanowires possessing a
dielectric core produced results equal or superior to the conven-
tional colloid; thus, the material preparation is included herein.
Dielectric core–metal shell nanowires were prepared at the Naval
Research Laboratory via thermal vapor liquid solid deposition of
Ga2O3 onto gold catalyst spots in a tube furnace (33). Silver was
vacuum sputtered onto the nanowires at a nominal thickness of
6 nm. A full description and analysis of the nanowires’ preparation
and fundamental properties is available in Reference (33). Scanning
electron micrographs of the triangular nanoprisms demonstrating
their prohibitively dilute solutions were collected at the ORNL
High Temperature Materials Laboratory on a HF3300 TEM ⁄STEM
operated at 300 kV. The SEM of dielectric core–metal shell nano-
wires was collected by Sharka Prokes at the Naval Research
Laboratory.

Dispersal solvent and method were important parameters to SERS
reagent development. Two factors govern solvent selection: volatility
and interaction with the metal nanoparticles. All solvents were
HPLC grade and used as is from the manufacturer, Fisher Scientific.
Dispersal of nanoparticle solutions must be a nearly dry spray from
an instrument that is field portable. The dispersed nanoparticle

solvent must meet two requirements: (i) high volatility to mitigate
pooling which can compromise SERS enhancement due to the
overaggregation of metal nanoparticles. If extensive enough, pooling
can also lead to wash-off or blurring of the latent print ridges; and
(ii) low Raman activity to promote negligible spectral background.
As for the dispersal instruments, the earliest trials utilized citrate or
borohydride reduced conventional colloid, nanocubes, and triangular
nanoprisms in aqueous matrices dispersed through a CETAC� high-
performance nebulizer (CETAC Technologies, Inc., Omaha, NE).
Next, a commercial grade airbrush by Pasqual� (Paasche, Inc.,
Chicago, IL) was employed. Finally, a commercially available
aerosol propellant (Preval�, CA Acquisition, LLC, Coal City, IL)
which can be made to interface with a refillable glass reagent bottle
was utilized with nonaqueous dispersal solvents to form the current
iteration of a field-ready implement for deploying SERS enhancing
reagent onto surfaces containing latent fingerprint material. Repre-
sentations of the three dispersal instruments are shown in Fig. 1.
The high performance, expensive, and time-intensive CETAC�

nebulizer required compressed gas as a propellant. This system can
disperse a wide range of solvents, with a water load up to 100%.
The higher throughput airbrush required DC power, but did not
require feed gas. This system can disperse SERS substrate solutions
containing up to a 40% water load without over-wetting the target.
The cheapest delivery system required the most volatile dispersal
solvents for SERS dispersal, such as ethyl acetate, with low
concentrations of acetone or ethanol and only traces of water to
prevent over-wetting.

Results and Discussion

Surface-enhanced Raman shows promise for chemical imaging
of latent prints (either eccrine or sebaceous in nature), as well as
print contaminants. The data represented in Figs. 2 and 3 illustrate
how Raman chemical imaging, using the hydrocarbon band from
skin oils at 2900 cm)1, can be used to create a detailed picture of
a fingerprint and possible contaminants therein. Although the SERS
chemical image collected in Fig. 2 was of a fingerprint placed
onto an elastomer-metal nanocomposite SERS substrate, a print

FIG. 1—SERS substrate dispersal tools. (a) CETAC high performance nebu-
lizer is expensive, time intensive, requires compressed gases. (b) Increased
throughput airbrush requires DC power but no feed gas. (c) Cheapest, most
portable sprayer system requires use of most volatile dispersal solvents.

1464 JOURNAL OF FORENSIC SCIENCES



collection geometry unusable for latent prints, the chemical image
created serves as a formidable proof that sufficiently sensitive
dispersible SERS substrates could facilitate print imaging on remote
evidentiary surfaces. Figure 3 is a conventional Raman image of
fingerprint oils and added pharmaceutical dust (acetaminophen)
deposited directly onto a completely clean, highly reflective surface
to demonstrate the capability of vibrational spectroscopy for dis-
cerning latent prints from informative contaminant spectra. The
phenomenon of surface-enhancing Raman scatter is necessary to
increase the scattering efficiency of fingerprint components to the
point that scatter can be detected from light or partial prints, heat
or photodegraded prints, as well as from nonideal remote surfaces
or dielectric environments. Enhancement is achieved by introducing
analyte into close proximity with a roughened metal surface or
clusters of noble metal nanoparticles. Interaction with impinging
laser light initiates a coherent oscillation parallel to the surface in
the valence electrons of the metal. These plasmon bands enhance
both the electromagnetic fields impinging on and scattered by the
analyte molecules (34). Chemical effects, such as electrostatic,
steric, or even covalent bonding can alternately improve the
enhancement via charge transfer fluorescence quenching. By
the same token, the enhancement factor can be compromised by
the chemical effect when analyte molecules are effectively
excluded from electromagnetically favorable loci among the nano-
particles or nano-roughness of a metal surface. This chemical inhi-
bition of SERS enhancement makes selection of a dispersal solvent
critical. It was found that a regime to remove SERS active nano-
particles from their native aqueous solution and into a more volatile
solvent via incremental increases in solvent polarity alleviated spec-
tral background because of residual reductant and facilitated better
dispersal characteristics. Solvent exchange steps included centrifu-
gation to gravitationally concentrate the particles into a small
volume of their original water-based synthesis solution. This step
was followed by sonication to achieve mixing into clean, deionized
water free of reductant residuals. This water rinse was repeated,
and after removing the second rinse, ethanol was introduced as the
sonication solvent. The particles were then centrifuged for removal
from the ethanol and introduced into ethyl acetate, which served

as the final dispersal solvent. The resulting solution was approxi-
mately 25% ethanol and 75% ethyl acetate with traces of water.
This solution dissipated the nanoparticles onto test surfaces without
pooling while maintaining ample wetness to prevent the dangers of
aerosolized metal nanoparticles.

SERS uses a myriad of different metal-dielectric combination
substrates, including nanocomposites of polymer and metal, solution-
prepared metal colloids of varied geometries, and sol–gel materials in
fluid clusters or adsorbed on flat surfaces. Figure 4 illustrates several
points relevant to discussion. First, the magnitude of conventional
Raman signal for neat fingerprint components is easily matched by
using surface-enhanced Raman for solutions of components orders of
magnitude lower in concentration (10)5 M with silver-elastomer
nanocomposite and 10)4 M with colloid). The highlighted vibrational
regions indicate how, despite different vibrational broadening effects
because of substrate adsorption and analyte molecule orientation,
common vibrational signatures can be followed from Raman to
different surface enhancing substrates. For the practical purpose of
imaging latent fingerprints, the employment of dispersible Raman
enhancing metal nanoparticle systems is required.

Micrographs of the dispersible SERS substrates studied for latent
print analysis are shown in Fig. 5 and were collected with scanning
or tunneling electron microscopes. Microscopy has the great benefit
of revealing morphology of SERS substrates after they have been
dispersed, crucial information to a technique that relies on particle
spacing for efficacy. Even a cursory evaluation of the contrast
between Fig. 5b with Fig. 5a and the inset SEM in Fig. 5c reveals
one cause for lack of sensitivity of the dispersed advanced materi-
als: spacing. Even long periods of dispersal (30 min to cover a
square inch) of triangular nanoprisms do not yield the dense cross-
covered nanoparticle layer necessary to yield sensitive, uniform
image-creating enhancements. The advantages in increased Raman
enhancement purported for the geometrical nanoparticles in their
respective synthetic reports relative to the conventional spherical
colloid were not realized in our studies. The nanowires did, how-
ever, demonstrate a potentially higher response factor despite being
too diffuse to facilitate collection of a complete fingerprint image.
We speculate that the loss of Raman signal enhancement factor
relative to original investigators’ reports of sensitivity is because of
the process of dispersal itself. For SERS reagents usually tested in
solution or tethered to a surface in a self-assembled monolayer, the
process of dispersal would render individual nanoparticles too far
from each other for enhancement or in an unfavorable dielectric
environment such as a solvent cage. This comparison of dispersible
SERS substrates shows conventional silver colloid deposited onto
glass using a droplet nebulizer, Fig. 5a, and gallium oxide nano-
wires coated with silver and dropped onto a surface, Fig. 5c, as
giving greater coverage than the advanced substrate in Fig. 5b,
solution-prepared nanotriangular prisms, also dried from a droplet.
The inset shows coverage within aggregates on the nanoscale
superior to Fig. 5b and equal to Fig. 5a, but micro- and milliscale
coverage is still insufficient for imaging complete or even partial
latent prints. Figure 6a shows the single spectrum for eccrine print
material at real concentrations deposited on smooth glass with
conventional spherical colloid as the SERS reagent. The majority
of the bands present are because of the ubiquitous Raman back-
ground from the citrate reduction of the colloid. Also shown in
Fig. 6a is the result that, despite being unable to image, we have
achieved the collection of a SERS spectrum from an aggregate of
nanowires on a porous galvanized metal pipe that was previously
coated with 5· concentrated eccrine fingerprint solution. Such an
aggregate is shown in the 80· magnified microscope picture in
Fig. 5c, along with an SEM of an aggregate of nanowires and a
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FIG. 2—SERS chemical images of a sebaceous print deposited onto silver-
elastomer substrate. (a) 1.25· magnified brightfield camera image of the
fingerprint, showing regions 1 and 2 from which other panels were extracted
spectrally based on vibrational band at 2900 cm)1. (b) 5· magnified Raman
chemical image of area shown in rectangle 2 of panel (a). (c) 20· magnified
SERS chemical image of regions 1 shown in panel (b). (d) shows Raman
signals from fingerprint oil (gray trace), SERS substrate background (middle
trace, broad hump centered at 1600 cm)1), and the difference between the two
(lowest trace, sharp band at 1600 cm)1).
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schematic depicting nanowire make-up. The absolute magnitudes
of signal intensity cannot be compared between the spectra from
conventional colloid (Fig. 6a) and a nanowire aggregate (Fig. 6b),
because of the collection at different impinging wavelengths
(633 nm for Fig. 6a, 532 nm for Fig. 6b) on different instruments.
Nonetheless, the response from the artificial solutions indicates
promise in the optimization of the nanowires for higher surface
coverage and extension of the nanowires’ improved signal to noise
in the detection of real prints. Currently, however, the conventional
spherical colloid works best for our purposes because it can be
prepared and sprayed in much higher particle densities for better
surface coverage with similar enhancements.

SERS screening was conducted on eccrine fingerprint compo-
nents in an effort to assess these individual compounds for their
contribution to the total vibrational scatter signals from the prints.
Two separate facts led to this choice of eccrine screening. First,
the absence of oils to retain moisture and slow photodegradation
of the lactate anion results in eccrine prints being the most
difficult to retrieve. Second, because SERS is used in protein
analysis to detect amino acids, we hypothesized that this tech-
nique could also be used to detect amino acids and other eccrine

print components. This focus on clean (i.e., not oily), pure eccrine
prints is not so much a requirement of this niche technique, it is
a demonstration that during development researchers are targeting
the more difficult of the two types of prints for detection. In fact,
some of the most common contaminants (blood, drugs, and explo-
sives) are actually easier to detect than the eccrine fingerprint
constituents themselves. Several of the initial test solutions, all at
1 · 10)4 M concentration in deionized water, yielded some vibra-
tional bands when assayed on silver as well as gold nanocompos-
ite. Table 1 enumerates all the vibrational bands and likely
structural assignments detected for individual components of
fingerprints in water (35). Bands in italics were detectable above
the level of noise only with silver substrates, even when the
wavelength of the Raman initiating laser was chosen to better
align with gold substrates at 785 nm. However, none of the print
components yielded spectra from gold substrates that even
approached the response of the components on silver. Although
using the SERS signature of aggregate surface amino acid moie-
ties is well established in the literature for discerning protein
conformational changes, amino acids tend to give weak to modest
SERS response when deposited onto a surface in high micromolar

ns
ity

acetaminophen
fingerprint
ridge (oily)a

A
rb

itr
ar

y 
In

te
n

300 900 1500 2100 2700 3300 3900

acetaminophen

fingerprint
ridge (oily)

b c

d e
FIG. 3—Raman chemical imaging of a sebaceous fingerprint doped with acetaminophen and placed on a clean, highly reflective slide. (a) Overlaid Raman

spectra of fingerprint oil and acetaminophen to represent potential drug-related latent print contaminants. (b) 1.25· magnification of brightfield image of
print/drug. (c) 5· magnification of zoom camera brightfield image of region of print/drug. (d) 20· magnification Raman chemical image montage of finger-
print ridges, 2900 cm)1 image extract. (e) 5· magnification of Raman chemical image of acetaminophen on fingerprint, 2940 cm)1 image extract.
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total amino acid concentrations as in latent fingerprints. None of
the print components yielded spectra from gold substrates, at
either wavelength, that approached the response obtained when
employing silver. These results indicate that, with sufficient cover-
age by high Raman enhancement factor nanoparticles dispersed
without chemical inhibition onto surfaces with latent prints, SERS
chemical imaging should be possible.

The relatively nontoxic nature of metal colloids in their SERS
format and the portability of Raman spectrometers and imaging
units all point toward high feasibility of a fully fieldable method.
Hence, an investigation was initiated into the application of SERS
imaging to detecting difficult prints, even on porous surfaces
because of the depth of focus and other physical microproperties
including wettability, hydrophobicity, and curvature. The

experiments in this paper proved the concept of SERS fingerprint
imaging (Figs. 2 and 3) and laid the groundwork (Figs. 4, 5, 6;
Table 1) for an emerging technology with the potential capacity to
discern otherwise irretrievable prints and many classes of informa-
tion-rich print contaminants, such as drugs or explosives, all based
on their inherent chemical vibrational signal and the intense
possibility of enhanced Raman scatter (1 · 107 increases in Raman
signals for surface enhancement have been shown by multiple
groups) (6). This potential must be tested against traditional meth-
ods as improved SERS substrates are developed. On the heat and
light exposed, porous, and overall low total material content prints
we have been targeting, we do not observe the darkened print
image optically resulting from Physical Developer solutions from
the fingerprint treated with SERS enhancement reagent, even when

FIG. 4—Activity for fingerprint components using conventional Raman, silver-elastomer nanocomposite and silver colloid substrates. Sample concentrations
were neat, 1 · 10)5M, and 1 · 10)4M, respectively. Vibrational bands highlighted by box are distinctive to each analyte across substrate types.

FIG. 5—Comparison of dispersible SERS substrates. (a) Conventional silver colloid deposited onto glass using a droplet nebulizer. (b) Advanced substrate,
solution-prepared nanotriangular prisms, dried from a droplet onto SEM mesh. (c) Gallium oxide nanowires coated with silver and dropped onto PVC that
was previously coated with 5· concentrated eccrine fingerprint solution. Inset shows coverage within aggregates on the nanoscale superior to (b) and equal
to (a), but micro- and milliscale coverage is still insufficient for imaging latent prints.
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examined under a reflected ultraviolet imaging system. The applica-
bility of SERS imaging for widespread fingerprint detection relies
on dispersed SERS reagents offering 1 · 107 scatter signals quoted
in the academic SERS literature for nondispersed reagents. Finally,
Fig. 6 also helps illustrate the feasibility of this technique, as it
shows a surface-enhanced Raman response of 5· concentrated
eccrine fingerprint material that has been deposited on polyvinyl
chloride tubing filled with a low explosive and subsequently
ignited. The fingerprint solution and SERS reagent nanowires were
deposited, dried, and the scattering measured after the model
miniature ignition event. The response shown demonstrates that
bands representative of such relevant background interferents as
explosives are discernible from fingerprint spectral responses.
Evidentiary information beyond collection of the latent fingerprint
image could be gleaned from the careful characterization of these
interferent spectra, as well as spectra from other potential finger-
print contaminants such as drugs of abuse, bioterror agents or
residues, or high explosives. The practicality and reliability of a
dual-duty application of SERS imaging for fingerprints and their
contaminants is being explored further as our group continues to
develop the SERS macro-Raman imaging technique. The success
of SERS chemical imaging of latent fingerprints relies heavily upon
the creation of a high enhancement factor SERS metal nanoparticle
substrate that retains its field-amplifying characteristics upon
dispersal. The synthesis and testing of just such an improved SERS
reagent will be founded upon the preliminary studies related here,
and this is the current occupation of our research efforts. Once
more adequate SERS reagent sensitivity is achieved, comparison
studies to gauge this new niche technique’s overall utility versus
established methods will be executed and reported.

Conclusion

This work fills an important niche for chemically imaging clean,
aged or new, latent fingerprints, especially on difficult surfaces or
exposed to conditions that would render a latent print undetectable

Amino acid region

Urea

a

A
rb

itr
ar

y 
In

te
ns

ity

a

150

200

Upper trace: nanowires + fingerprint

Raman shift (cm-1)

50

100

A
rb

itr
ar

y 
In

te
ns

ity

b

400 800 1200 1600 2000 2400 2800

-50

0
Lower trace: nanowires + no fingerprint

Raman shift (cm-1)

FIG. 6—Comparison of simple colloid and advanced SERS nanoparticles.
(a) Spectrum from eccrine print material detected at realistic concentration
with conventional silver colloid.
*Note that a significant background is present from the silver reducing citrate
solution. (b) Spectrum of 5· concentrated eccrine material on porous steel
with nanowires from NRL.
*Note much lower background and less overall signal.

TABLE 1—Results of surface-enhanced Raman spectroscopy (SERS) screening of individual fingerprint components at 0.1 mM in water using silver and gold
nanocomposite substrates and 633 nm or 785 nm wavelength illumination lasers, respectively. Results in italics were only attainable using silver with a 633-

nm laser.

Fingerprint
Component SERS Vibrational Bands (cm)1) Likely Structural Assignment

Leucine 451–678, �1450 Amine
Glucose 1223–1416, 1472–1667, 2078–2142 Carbonyl
Glutamic acid 1577–1612 Carboxylic acid, amine
Histidine 550, 1481–1542, 1577–1612 Amine, amide, carboxylic acid
Threonine 450–720 Amine
Ornithine 1407–1469, 1504–1551 Carbonyl
Urocanic acid �1250, 1308–1374, 1608–1673 Carboxylic acid, amine, vinyl
Creatinine 550, 1229–1632 Amine
Tyrosine 875, 1445–1598 Benzene ring stretching, Amine
Uric acid 1427–1664 Carboxylic acid, amine
Urea 451–769, 1100 Carboxylic acid, amine (double)
Propionic acid 800, 2275 Hydrocarbon, carboxylic acid
Isovaleric acid 1100 Hydrocarbon, carboxylic acid
n-Hexanoic acid 800, 900, 1200, 1375, 1625 Hydrocarbon, carboxylic acid
Isobutyric acid 800, 1100 Hydrocarbon, carboxylic acid
Acetic acid 800, 1100 Hydrocarbon, carboxylic acid
n-Butyric acid 800, 1100 Hydrocarbon, carboxylic acid
Aspartic acid �1475–1580 Carboxylic acid
Serine 550 Amine
Pyruvic acid �1475–1580 Carboxylic acid
Lactic acid �1475–1580 Carboxylic acid
Isoleucine 451–575, 1450 Amine
Glycine 1670 Amide
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using traditional print development techniques. In order to continue
progress on this effort beyond the proof-of-concept and process
development steps reported herein, our on-going work targets the
macro-Raman instrument design, testing, and especially further
SERS reagent optimization for latent-print detection applications. A
distinction of surface-enhanced Raman imaging relative to FTIR
imaging reports and other, more conventional methods of print visu-
alization is that the amino acids in eccrine fingerprints can be tar-
geted, instead of relying on the response or reactivity of oils’
common hydrocarbon signal being used to create the image. The dif-
ferences between FTIR and SERS imaging emerge in an examina-
tion of the background and reflectivity requirements of infrared
imaging. Although the Fourier transform math can alleviate much
of the background created by moisture in the vibrational absorbance
spectrum, some sensitivity is lost in the averaging. What’s more, the
most compelling fingerprint images have been collected from highly
reflective surfaces such as aluminum cans and surfaces that do not
create a broad IR background including some polymers. Our tech-
nique seeks to address porous or granular surfaces, especially those
marred during thermal events. The narrow Raman bands allow
slightly more straightforward spectral identification and subtraction
of polymer background bands without loss of analyte information.
Finally, the surface enhancement phenomenon does not benefit IR
absorption, so the only mechanism of increasing optical signal col-
lected is longer image acquisition times, more powerful lamps, or
IR tagging of fingerprint constituents. Future work will specifically
improve the degree of Raman enhancement for urea and amino
acids. Thereby, the ridge ⁄ furrow contrast, fingerprint chemical con-
tent, and ridge detail may be improved for an increase in sensitivity
of the SERS chemical imaging technique.
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Advanced Framework for Digital Forensic
Technologies and Procedures*

ABSTRACT: Recent trends in global networks are leading toward service-oriented architectures and sensor networks. On one hand of the spec-
trum, this means deployment of services from numerous providers to form new service composites, and on the other hand this means emergence of
Internet of things. Both these kinds belong to a plethora of realms and can be deployed in many ways, which will pose serious problems in cases of
abuse. Consequently, both trends increase the need for new approaches to digital forensics that would furnish admissible evidence for litigation.
Because technology alone is clearly not sufficient, it has to be adequately supported by appropriate investigative procedures, which have yet become
a subject of an international consensus. This paper therefore provides appropriate a holistic framework to foster an internationally agreed upon
approach in digital forensics along with necessary improvements. It is based on a top-down approach, starting with legal, continuing with organiza-
tional, and ending with technical issues. More precisely, the paper presents a new architectural technological solution that addresses the core forensic
principles at its roots. It deploys so-called leveled message authentication codes and digital signatures to provide data integrity in a way that signifi-
cantly eases forensic investigations into attacked systems in their operational state. Further, using a top-down approach a conceptual framework for
forensics readiness is given, which provides levels of abstraction and procedural guides embellished with a process model that allow investigators per-
form routine investigations, without becoming overwhelmed by low-level details. As low-level details should not be left out, the framework is further
evaluated to include these details to allow organizations to configure their systems for proactive collection and preservation of potential digital
evidence in a structured manner. The main reason behind this approach is to stimulate efforts on an internationally agreed ‘‘template legislation,’’
similarly to model law in the area of electronic commerce, which would enable harmonized national implementations in the area of digital forensics.

KEYWORDS: forensic science, digital forensics, service-oriented architectures, sensor networks, forensic procedures, admissible evidence

Modern communication technology has caused significant socie-
tal and cultural changes. Our personal and professional lives depend
on various communication networks and services, and even the
most vital infrastructures are no exception. One of the most impor-
tant challenges, present and future, is therefore that of developing
methods and measures to deal with threats, ranging from terrorism,
organized crime, and natural disasters to electronic intrusions (1).

Just as a large part of our lives takes place in cyberspace, so do
more and more criminal activities. Criminal investigations and law
enforcement have to deal with these radical changes, which is not
an easy task. In the past, criminal investigations relied on physical
evidence, eyewitnesses, and confessions (2). But the first important
element, physical evidence, is nonexisting in cyberspace. What
remains is only information in binary form, stored on media that
range from semi-conductors to magnetic and optical media.

Therefore, the critical element in criminal investigations and law
enforcement, physical evidence, is being replaced by information in
digital form, digital evidence. This digital evidence is mainly in the
form of (or kept primarily in) various log files. But things are
becoming harder because of the emergence of ubiquitous

computing where a significant number of computing devices will
not possess such capabilities—a typical example is sensor networks.
On top of this, a few years ago collection of digital evidence was
possible by seizing the suspected computing devices. Today, the
evidence has to be collected in environments that have to remain
operational during investigation (e.g., in an air-traffic control
system).

This new situation requires appropriate changes in dealing with
evidence that is the task of digital forensics, which is still in its
infancy (2,3). Developing this field of science further requires strict
adherence to the main goal of forensic investigation, which is the
identification of the responsible party (or parties) through a trail of
admissible evidence (2).

This paper presents a novel approach to technological and proce-
dural elements, both of which are needed in these new circum-
stances. In section two, the field of digital forensics is presented to
provide the common basis for new solutions in the subsequent sec-
tions. Section three presents the new approaches to procedural and
technological solutions. Through a top-down approach, it first gives
a conceptual framework for forensic readiness procedures, which
addresses both organizations and their systems’ ability to collect
proactively, and preserve potential digital evidence in a structured
way for possible later use. Next, it describes a refinement of a
structured conceptual framework through inclusion of security ser-
vices and mechanisms. This is followed by a new technological
solution that is intended for deployment in operating pervasive
computing environments. Finally, there is a discussion in the fourth
section that is followed by conclusions in the fifth section.
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Fundamentals of Digital Forensics and Forensics Readiness

Digital forensics consists of two basic elements: the technology
that enables it and procedural steps that have to be followed if the
whole investigative process is to result in evidence that will be
admissible in court. With these, an attack is analyzed and therefore
a structure of a typical attack should be presented first.

An Outline of a Typical Attack

According to Stephenson (4), an attack consists of the following
typical steps:

• Reconnaissance—In this step, an attacker selects a victim and
collects as much data about it as possible with emphasis on
weaknesses. Typical tools used in this step are nslookup ⁄ dig,
whois, ping, traceroute, and information provided on web pages.
Already for this step, the investigator starts to identify possible
objectives of an attack, but usually this step provides little evi-
dence, because the collection of most of the evidence of this
step would require access to the attacker’s computer.

• Footprinting and enumeration—After identifying the target,
the attacker starts getting details of the victim’s system: the
network structure (architecture), operating systems, available
services (applications), deployed firewalls, and intrusion detec-
tion systems (IDS). Typical tools used in this phase include
traceroute and nmap. In this step, the attacker is often starting
to deploy intermediate hosts and attacking the victim from
those hosts. Evidence of this step is usually also limited,
because many of the tools used in this phase can be used in
a stealth mode.

• Probing for weaknesses—In this step, the attacker is likely to
leave traces on remote machines. Some most frequently per-
formed attacks (buffer overflows, denial of service, and exploi-
tation of weak passwords) require port scanning, and collecting
details of operating systems and applications (brand and version,
revision, configuration). These events will leave traces in logs
and other places.

• Penetration—Here, the attacker realizes her ⁄ his objective and
can often leave evidence. Traces are now generated in system
logs, firewall logs, IDS logs, and elsewhere.

• Gaining the objective—In this step, the final objective is
achieved which ranges from completely evident, intentionally
nonstealth activity (e.g., web page defacement and computer
interoperability) to intentionally stealth activities (unauthorized
access to data, e.g., phishing and credit cards number stealing).

• Cleanup—A skilled attacker will do as much as possible to
erase the evidence, but eliminating evidence totally is often
impossible. Even in a case of stealth operation (when stealing,
e.g., credit card numbers), traces will exist in the attacker’s
computer and any involved intermediate hosts. Last but not
least, the golden rule of forensics is Locard’s exchange princi-
ple, which states that it is impossible for a criminal to act, espe-
cially considering the intensity of a crime, without leaving
traces of presence (5).

Digital Forensics Principles and Existing Methodologies

To achieve investigative objectives, the forensic procedure fol-
lows the following steps: preservation of evidence, examination of
the evidence, extraction of relevant data, analysis of extracted data,
and production of properly documented interpretation (6). These
steps are quite aligned with one of the first procedural frameworks,

established in 2001 by the Digital Forensics Research Workshop
(DFRWS [7]). DFRWS developed one of the first models for digi-
tal investigative process, which included the following steps (2,7):
identification, preservation, collection, examination, analysis, pre-
sentation, and decision. But in general, computer forensics has as
yet no established firm standards that are comparable to those
developed through decades in other areas that rest on physical evi-
dence like blood- or DNA-based forensics (8). So the standards of
digital forensic procedures are still evolving, and some improve-
ments can be found in the literature (1,9–19).

With each investigative process, after the misuse has been
detected, preservation of data must take place first. Therefore, the
original data have to be copied, and the investigation has to be per-
formed on the copies. Further, original data (i.e., their integrity)
have to be preserved in a safe place according to defined proce-
dures, which typically include sealing of the original medium, per-
forming procedures with the participation of at least two
investigators, and producing and signing a document about the
original data archiving procedure. As a proof of integrity, strong
one-way hash functions are used to obtain fingerprints of files,
directories, partitions, or whole media (these fingerprints of origi-
nals are then compared with produced duplicates). After preserva-
tion is performed, analysis takes place. During the analysis, which
goes backward from the victim to an attacker and which often
requires additional extraction of data from intermediate devices, the
two kinds of information threads (scenarios) emerge (4). The first
one (primary evidence) is a potential explanation of what has hap-
pened. The second one (supporting evidence) is potential verifica-
tion of the first. In an ideal case, the complete chain of evidence is
obtained. However, in the majority of cases gaps will exist. This
chain and the collected evidence will have to be supplemented by
additional corroboration steps to prove the identity and the action
of the suspects. Only after these steps, the complete chain can be
effectively presented in court.

Summing up, each investigative step has to follow these investi-
gative objectives (9):

• Development of evidence that links the attacker to the victim.
• Development of evidence for every step in the attack chain that

corroborates other steps.
• Development of evidence leads to support traditional investiga-

tive techniques.
• Development of evidence that corroborates traditionally devel-

oped evidence.

The whole investigative process should provide sufficient ground
for an investigator to clearly justify, and confirm by experimental
demonstrations, the theory of what has happened and that other
alternative theories presented by opponents can be refuted (20).
This sounds familiar to the scientific community, and indeed, the
forensic principles are the same—theories have to be proved by
experiments and if refuted, a new theory has to be used; so foren-
sics is using scientific methodologies to support criminal investiga-
tions. When two theories are available about a given case and
neither can be determined to be better, or more plausible, the
Occam’s Razor principle is applied. This means that the simpler
theory is chosen (20).

Although the field of digital forensics is rapidly evolving, the
development of such theories with a variety of practical techniques
and tools to support correctness of investigative findings is still
seen as an important research problem. There exists a body of liter-
ature describing different areas and aspects of digital forensics,
including time stamping evidence correlation (21–23), improving
the efficiency and accuracy of a stego (forensic) web search engine
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(24), efficient technique for enhancing forensic capabilities of Ext2
file system (25), IP tracebacking (26–28), reconstructing system
state for forensic analysis (19), packet tagging for evidence source
verification (29), cognitive-mapping based investigation into digital
security incidents (18), and conducting forensic investigations into
cyber attacks on automobile in-vehicle networks (30).

Digital forensic readiness (DFR) is one of the few proposed
frameworks discussed in the forensics literature. It was proposed by
Tan (31) to meet two objectives for systems used in digital investi-
gations: (i) costs should be minimized for incident responses and (ii)
an environment’s ability to collect digital evidence should be maxi-
mized. He described many specific techniques for achieving DFR
including logging techniques, IDS’ data usage, forensic acquisition,
and evidence handling. DFR relates to another field within digital
forensics, postmortem analysis, by increasing the availability and
quality of the raw traces that are needed for investigating an incident
postmortem.

Rowlingson (32) described how DFR can be built into an
enterprise’s forensics program and outlines 10 steps to achieve
forensic readiness. He suggested that enterprises should be actively
collecting potential evidence, such as log files, network traffic
records, e-mail, and telephone records, prior to involvement in an
investigation. Further, there exists a body of literature describing
different aspects of DFR, including policies for enhancing DFR
(33), incorporating forensic readiness into existing response plans
(34,35), making sure forensic readiness leads to sound investigation
(36), ensuring that hardware devices used to capture forensic
evidence are reliable enough to enforce forensic readiness (13),
specifying digital forensics policy approach (14), proposing a net-
work forensic readiness as a solution to digital forensic investiga-
tions that have become too resource intensive to encourage broad
application to the growing numbers of computer crimes (13), and
making DFR as a component of information security (15).

As illustrated previously by the wide variety of studies, there is
no agreed upon methodology or approach to enable DFR within
organizations. Because of this, there is a need for a structured
approach that consists of procedures and methods for analyzing
the potential evidence need of organizations, collecting proactively
and preserving potential digital evidence, and ensuring that actions
are targeted toward the most critical disputes and crimes. As a
result, we were motivated to investigate and develop a structured
approach to DFR with a general aim to develop forensic readi-
ness methodology as a contribution to the advancement of the
field.

Improved Approaches to Digital Forensics

In the previous section, we have described the current state in
the field. Now to properly base future research and trends in digital
forensics (to predict it), the following trends that can already be
identified have to be taken into account:

1. First, the development of information communication technol-
ogy goes into services-oriented architectures (SOAs). This
means chaining of services from various security realms, where
an attack can be, in the worst case, automatically chained (as
opposed to current situation, where each host has to be actively
included in the attack by an attacker).

2. Second, networked information systems are being extended with
sensor networks that lack computational resources (processing
power, memory resources, and communication capabilities).
However, these devices are expected to outgrow soon all other
kinds of devices in global networks.

3. Third, a large part of systems in current networks cannot be
simply turned off or seized for investigations but has to remain
operational (e.g., power grids controlling networks). Thus, this
has to be taken into account from a technological, as well as a
procedural, point of view.

4. And finally, what is probably most surprising is the fact that the
primary function of the majority of logging mechanisms in
computer systems was not designed with the intention of support-
ing forensic investigations, but basically system administration
(kernel and system logs) and ease of use (history data, meta-data).

Procedural Part

DFR involves adapting organizations by configuring their sys-
tems to the proactive collection and preservation of potential digital
evidence in a structured manner (the business requirement to collect
and use digital evidence has been recognized in, e.g., [37]). To
meet such business requirements, to leverage DFR procedures and
best practices in the contemporary environments, and to limit the
cost of implementing DFR, it is important that these organizations
make investments and that they acquire readiness incrementally.
This in turn requires a structured DFR procedural approach that
builds on relevant standards and best practices and that maximizes
the capability and efficiency of service providing organizations for
proactively collecting and preserving digital evidence (17).

Implementation of a universal DFR in different organizations
should be guided on an international (e.g., by the minimal set of
requirements on privacy), national, or macro level by legislation
and culture (e.g., by concrete legislation on privacy issues), and on
a micro level by the nature of each organization (e.g., by concrete
procedural coverage of privacy issues between employer and
employees). So the forensic community should define and acknowl-
edge such universal standards if effective methods that enable
admissible proofs are to be implemented (14).

Figure 1 depicts the proposed conceptual framework for DFR
procedures, while each level is more precisely described in the fol-
lowing text:

• Universal or international-level requirements: This level is about
analysis of the problem domain at the highest, general level on
how to extract, analyze, and preserve all forms of digital evi-
dence proactively. In spite of variations in local situations, a
number of aspects of DFR are universal. The general require-
ments for this abstraction level include the following:
• Guidelines for preserving digital evidence, including pro-

cesses, procedures, and suggestions as to how technology
solutions can be used.

• The provision of digital evidence without violating (or even
being perceived to violate) privacy concerns (social
acceptability).

• An identification and classification of potential digital evi-
dence sources, and enumeration of technologies and processes
for utilizing these sources.

• Guidance on when and how to report incidents to law
enforcement agencies, including contents and formats of
reports, criteria for reporting, and standardization of the inter-
action between affected parties and law enforcement agencies.

There are additional requirements to the ones listed earlier such
as preparing for incident response, criteria for escalation, awareness
building, etc. (see [31,32]).
• National-level requirements: An analysis of legal requirements

and constraints on the collection and preservation of potential
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digital evidence in the applicable legal context is the task of this
level. National legislation sets requirements (e.g., concerning
integrity protection of evidence) and constraints (i.e., what can
be collected lawfully) on DFR procedures and practices are con-
sidered here. Different jurisdictions set different requirements on
how digital evidence should be collected and preserved. Any
viable structured approach to DFR must therefore take the
applicable legislation into account when shaping the needed
policies.

• Organizational-level context: This level deals with methods for
analyzing the organizations’ need for digital evidence (e.g., the
dialogue between employers and employees, and views on pri-
vacy, various in different cultures). Organizations have different
needs for digital evidence and have different capabilities for col-
lecting and preserving specific evidence. Further, organizations
are exposed to different types of crimes or to the same type
with different risk factors and have therefore different needs for
digital evidence. Moreover, they have different capabilities when
it comes to collecting and preserving specific evidence.

The proposed framework (see Fig. 2) addresses all this by pro-
viding procedural steps that can be adjusted to different legal con-
texts and customized to each organization’s needs and
requirements. It provides structural approaches for DFR for differ-
ent legal contexts and cultures, and its instantiation provides guide-
lines to organizations on how to implement a proactive DFR. The
universal DFR framework provides a common base that is univer-
sal and a method for forming this base, crafting a national guide-
line for DFR, through analysis of relevant legislations. Because the
nature of crimes and disputes is in a constant state of flux, this
common base is extendable to support the addition of new types of
crime and dispute.

For organizations implementing forensic readiness, this frame-
work provides the DFR process model with associated procedural
guideline documentation. Figure 3 depicts this process model with

its phases and subprocesses. The process guides organizations
through the steps required to implement DFR, and the guideline
documentation provides guidance in the steps of the process. This
answers the questions what to do and how to do it. That is, the
framework provides both requirements and guidance. Additionally,
as the framework was to be applied to a national context, as a
proof of concept it has identified constraints and requirements for
proactive digital evidence collection set by Norwegian legislation
(the detailed description and theoretical foundation of the process
model have yet to be addressed).

From DFR to Forensic Services and Mechanisms

To further refine the requirements from the DFR framework, we
propose that this refinement is carried out on two further levels:
security services and security mechanisms. There are several
approaches possible, e.g., ‘‘security functions,’’ at one or more lev-
els of abstraction. We have chosen the security services structure
initially proposed by Muftic et al. (38) for open distributed systems
and combined it with the relevant components of an overall system.
For security mechanisms, a structure similar to that defined in
Muftic et al. (38) is used as this has an appropriate level of abstrac-
tion without defining a particular set of mechanisms at this stage.

For now, we assume that for each service, there will exist at
least one mechanism that (i) can be applied to implement the ser-
vice, and (ii) the strength of mechanism (SoM) function can be
derived that maps a mechanism according to evaluation criteria to
a scale of ‘‘strength.’’ This function works as an abstraction to for-
mulate dependencies between the services and mechanisms. To
summarize, the output from the framework shall be taken as input
to select security services which again is refined by making a selec-
tion of the appropriate security mechanisms within the implemented
system. The overall process is presented in Fig. 3.

Some generic requirements for the selection of services for each
component should be available to ensure a level of consistency
appropriate for DFR implementations. Bearing in mind the depen-
dencies between security services from the lattice structure defined
in Muftic et al. (38), we propose a general structure for the selec-
tion of security services and minimum SoM values (per service
and component) as shown in Table 1.

The underlying principle here is that the forensics component is
the most sensitive part of the system. This is the part that has

FIG. 2—An overview of the components of process model.

FIG. 1—A framework for forensics readiness procedures.
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direct legal implications for all users (39). This is always the case,
and it is independent of direct, or indirect legal, or contractual con-
sequences of how applications are used. Hence, the forensics com-
ponent also needs the strongest protection. For this component, we
propose to have all mechanisms with a high strength except for
the confidentiality service. This may be relaxed as it is much more
important to know who accessed forensics data and that they are
not manipulated. It is also important to have a strong accountabil-
ity service for the forensics component as this will provide data of
who investigated what data and when. Hence, this collected data
(internal audit and accountability) needs to be combined with a
(strong) nonrepudiatory service. The motivation for this would be
to have in place several structured technical measures that prevent
false evidence being presented in court. Application requirements
are much more specific and influenced by business needs. The
consequence is that this component has less mandatory require-
ments and normally no general requirement for medium- or
high-level mechanisms. The end system and security management
component have increasing needs for strong mechanisms; internally
the services are structured accordingly so that the ‘‘base services’’
are stronger than the higher-level services. Based on these observa-
tions, we are able to formulate some structural relationships
between the SoM of the security services applied in an overall
system.

Security services depend on each other: a security service at ser-
vice level n will depend on services at the lower level n)1, n)2,
etc. In the original work by Muftic et al. (38), this was formulated
as the ‘‘lattice structure of security services.’’ The structure was

augmented with a method to evaluate the strength and effectiveness
of a mechanism. Here, the refinement is different as we introduce
a function that simply evaluates the SoM for a mechanism that
implements a service for a component.

Definition 1. For a security service at service level n within
the component c, SoM(n, c) = S, where S = {s1,s2, …, s3} is
the set of possible strengths.

Based on this, we can formulate a principle of consistency.
This principle means that one should base strong walls on strong
foundations, and there is little point in a strong roof on weak
walls.

Definition 2. A component c is consistent if there exists an
SoM for all n such that SoM(n)1, c) ‡ SoM(n, c).

Still there is a need to make the components of the system as
independent of each other as possible. A component at a ‘‘lower’’
architectural level should only not need to have stronger mecha-
nisms that the ‘‘higher’’ components.

Definition 3. Component independence means that a service
at level n for a component at level c does not require SoM(n,
c) ‡ SoM(n, c+1).

In addition, we define the following structural properties of a
system:

FIG. 3—From conceptual to operational level.

TABLE 1—The strength of mechanism at level n for component c; SoM (n, c) = {l, m, h}, (low, medium, high), requirements can be mandatory (M),
recommended (R) or optional (O).

System Component

Service Level

1 2 3.1 3.2 4 Supportive

Authentication Access Control Integrity Confidentiality Nonrepudiation Accountability Audit Spec

Application l – (R) l – (R) l – (R) l – (O) l – (O) l – (O) l – (O) m – (O)
System m – (M) m – (M) m – (M) m – (O) m – (O) m – (R) m – (O) m – (O)
Sec Mgmt h – (M) h – (M) h – (M) m – (R) m – (O) m – M) m – (M) m – (O)
Forensics h – (M) h – (M) h – (M) m – (R) h – (R) h – (M) h – (M) m – (O)
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Definition 4. The overall system is sound if there exists an
SoM for all n and all c such that all components are consis-
tent, and SoM(n, c) £ SoM(n, c+1).

Definition 5. The overall components’ strength is the lowest
SoM found in the chain from security services level l = 1 to
service l = 4 for a given component. That is, the overall com-
ponents’ strength is given by

Strengthc = min(SoM(l, c)) for l = 1,…, 4 and a given component c

Hence, even if different components of the system can be
viewed quite independently of each other, by combining the con-
cepts of consistency with strength of a component we can conclude
that an SoM value of si is needed throughout all four security ser-
vice levels to achieve a forensics component with strength of si.
That is:

In a consistent system with a security forensics component
strength4 = si, all security services need to be implemented with
SoM(n, 4) = si in the forensics component.

An interpretation of this is that the SoM of the nonrepudiatory
service in the forensics component becomes the best practice mar-
ker for the overall system. If we, for the sake of argument, assume
that the SoM value of the nonrepudiatory service is a very sensitive
parameter in a system, then it should be set to si = high. If this
system in addition is sound, the consequence is that it becomes
necessary to implement all services within the forensics component
with SoM(n, 4) = high, even if other components may have lower
SoM values for nonrepudiation.

This may appear somewhat unpleasant for developers and system
owners, but it is important to consider the relationships between
the services and their role within the overall system. As an exam-
ple, assume the mapping SoM: {l, m, h}. For a sound system with
forensics component strength4 = m, the table of SoM values can be
selected as shown in Table 2.

As the SoM values fall off when the service level increases, this
system is sound, but it is another discussion whether this is a type
of system that is normally implemented. An example of a system
that is not sound is shown in Table 3.

Here, the system is not consistent or sound for several reasons:
The authentication mechanism for security management is weaker
than both the access control service and system component authen-
tication. The access control mechanism for forensics is weaker than
the integrity mechanism, and the access control is stronger for secu-
rity management than for forensics.

For further mapping from services to mechanisms, we provide
an outline of a structure in Table 4.

For practical use of these structural relationships, taxonomy of
strengths, mechanism, and their evaluation criteria are needed. This
area is for further study, but a good starting point for such evalua-
tions can be found in similar taxonomies (40) for dynamic proper-
ties of distributed security services.

In the following, we provide a detailed account for how new
integrity services can be made highly secure and scalable for SOA
environments.

Technological Part

Digital forensic investigations start with preservation of data in a
controlled environment with authorized users after an incident has
happened. Strong one-way hash functions are routinely deployed in
this step to assure integrity of the original data and its copies.
Integrity of data with possible investigation in mind should be
addressed when the computing system is deployed for the first
time. However, if the solution is to be accepted in reality, it has to
be applicable without significant overhead in terms of required soft-
ware upgrades and required system resources.

For this purpose, multilevel keyed message authentication codes
(MACs) are proposed. Immediately after data have been generated,
their integrity has to be preserved. The best mechanism for this
purpose would be, from the cryptographic strength point of view,
digital signatures. However, they would require excessive resources
if, basically, each data stream and file in a system should be pro-
cessed periodically this way. Taking into account that keyed strong
one-way hash functions like MD5 are routinely deployed for
MACs in real-time exchange of packets in networks, they are
acceptable also for the purpose of digital forensics. But the final
goal remains digitally signed data. To counter digital signatures’

TABLE 2—Example of a sound system.

System component

Service level

1 2 3.1 3.2 4

Authentication Access Control Integrity Confidentiality Nonrepudiation

Application m m l – –
System m m l l –
Sec Mgmt h h m m l
Forensics h h h h m

TABLE 3—Example of an inconsistent system.

System Component

Service Level

1 2 3.1 3.2 4

Authentication Access Control Integrity Confidentiality Nonrepudiation

Application m l – – –
System h m – – –
Sec Mgmt m h m – –
Forensics m m h – –
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disadvantage, they are applied only at the second level (or at the
third level) on the MAC that is derived from the MACs generated
at a lower level (see Fig. 4).

Further, contemporary computing systems are mainly endangered
remotely, over the network. This means that attacks are ‘‘injected’’
through their TCP ⁄ IP stacks, which is the main concern of SOAs.
To counter this situation, network data streams have to be captured
before they enter (and after they leave) the system. In Linux, for
example, this means capturing data at the IP level in the kernel
space where the network module is implemented. Many technical
solutions already exist for this purpose, or minimal modifications to
Linux kernel are required (41). Similar solutions can be imple-
mented in Windows environments by deploying DLLs and registry
start-up entries.

Now to complete the whole technological solution, a forensic
daemon (in UNIX system parlance) is needed. This daemon has
the following functions:

• First, at system boot time the daemon is started (before net-
working is enabled) where the forensics system administrator
has to be authenticated and authorized before typing in the
integrity key that is used for keyed MACs. Further, the adminis-
trator types in the locations where keyed MACs will be stored
and where the second-level keyed MACs will be produced and
signed. It is also wise if the private key that is used for signing
is not available in any (encrypted) file on the system. This key

should be invoked from a smart card and available in plaintext
only during the signing in the RAM of the system, where the
daemon is running. The even better approach is to perform sign-
ing on the smart card, so the private key never leaves the tam-
per resistant area.

• The daemon starts keyed hashing of the network related data
stream, and all selected files (directories) on the system. After a
predefined amount of time (first-level MACing interval and sec-
ond-level MACing with signing interval), the generated hashes
are hashed again, and the result is digitally signed.

• First-level and second-level MACs together with the second-
level signatures are duplicated at a safe (remote) place, prefera-
bly on inerasable media like recordable CDs or DVDs.

This leveled MAC approach can be also deployed in IDS, of which
one example is SNORT (42). These systems capture every packet
that traverses the network at the link layer. However, deployment of
IDS needs significant expertise, and they are therefore used in larger
networks, while smaller organizations rarely deploy them. Further,
such systems are almost never deployed in home networks or for
individual networking with, for example palmtops. There are also
legal obstacles to wider deployment of IDS. Because they disclose
the complete content of communication, sensitive personal data may
be disclosed, which is a serious legal issue (43). And ‘‘lack of due
care and attention to the legal rules surrounding the collection and
uses of digital evidence can not only make the evidence worthless, it
can leave investigators vulnerable to liability in countersuits’’ (16).

Therefore, our preference for forensics integrity is the deploy-
ment of leveled MACs with a specialized system daemon (service).
This daemon can be easily realized, especially if it does not have
to do anything with the content of communication. More precisely,
the daemon leaves the contents of files intact and just produces
admissible traces of their integrity. So when a warrant for an inves-
tigation is obtained, the content of recent and archived files can be
disclosed, while their changes and modifications can be effectively
traced and proved. In addition, the deployed daemon supports
investigations in real-time and reduces the need for seizure, or turn-
ing off, of the attacked system. Further, as digital evidence is very

TABLE 4—Example mechanisms with Si = high.

Security Service Level
Mechanism,

SoM(n, c) = h
Security

Assurance Level

1. Authentication One-time password
(Lamport’s scheme
with SHA-256)

Qualified certificates

2. Access Control ACL or RBAC EAL 3+
3. 1 Integrity ICV with SHA-256 Qualified certificates
3. 2 Confidentiality AES-256 Qualified certificates
4. Nonrepudiation e-signature

(2K RSA, SHA-256)
EAL 4

FIG. 4—Leveled MACs—the first k time intervals keyed MACs are produced, which are afterward digitally signed every (k+1)th interval.
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volatile, the previous solution significantly reduces its volatility.
This approach also addresses sensor networks—when deployed as
SOAs, sensors will be accessible through so-called wrapped archi-
tectures (44). These architectures will enable communications with
the specialized daemon. But even if only sensors as such are used,
the last hop can be controlled by the proposed daemon.

It should be added that the concept of using keyed MACs for
system files integrity is not new—it has been applied more than a
decade ago in Tripwire (41). However, Tripwire was intended to
support administrators to discover possible breaches and did not
focus on steps that are needed for forensic investigations (leveled
MACs that are digitally signed, support for inclusion of not only
files, but also network streams, and daemon application for ease of
deployment in a wide variety of environments, including personal
networks and weak devices like palmtops). And finally, in the
extreme cases, where it is necessary to preserve each and every
packet at Gb speeds, specialized solutions have been developed and
can be applied (45).

Discussion

On one hand, SOAs provide customized services to boost per-
sonal and business productivity, but they have raised significant
concerns regarding forensics investigations for a service. The con-
cern is exacerbated further with the advent of more complex ser-
vices that involve multiple service providers, as it raises the
potential of personal information being shared across these provid-
ers in ways that were not intended by the owner of the information.
The SOA system architecture also creates risk—one prominent area
of risk being the difficulty of understanding and addressing internal
and external threats to confidential, personal, or proprietary data,
the compromising of which could cause significant harm to individ-
uals or to the organization.

Hence, increasing awareness and understanding of DFR in the
SOA environment are essential, not to mention ‘‘Internet of
things.’’ We therefore need a structure for overall understanding
of DFR procedures to support forensics implementation issues in
‘‘next-generation forensics aware SOA and Internet of things’’
(appropriate abstraction serves this purpose [11,17,45]). Our con-
ceptual framework for forensics readiness procedures therefore
provides levels of abstraction that allow investigators to perform
routine investigations, without becoming overwhelmed by low-
level details.

On the other hand, the architecture and bits on SOA are particu-
larly revealing and add more grist to the mill of evidence building
around the compelling economics that bind together open source
products and SOA activities. Our methodological approach in digi-
tal forensics strikes the balance between these two.

Now focusing on the existing forensic technology and products,
the following representatives have to be mentioned:

• Media Exploitation Kit, such as Bootable CD (and external
USB ⁄ Firewire Drive), automatically copies contents of hard disk
to external drive and requires little training.

• Advanced Forensic Format, which is an open and extensible
disk image storage format.

• Open Digital Forensic Framework (ODFF), which is open plug-
in framework for analysis techniques.

• Automated Data Reduction System that identifies unknown files
and clusters them.

• Multiple-drive Analysis System, which allows for interactive
analysis and collaboration and can correlate computers
together.

Carrier states that few published comparisons of open source and
commercial forensic software exist (he maintains a Web site of open
source forensic tools organized into Windows-based and Unix-based
tools [46]). Manson et al. (47) compare an open source tool to two
commercial tools, and the advantages and disadvantages of all three
tools, and they agree with Carrier’s (48) conclusion that confidence
in forensic tools will increase through publication, review, and for-
mal testing. It is also stated that open source software continues to
be one of the most widely used tools in computer forensics (49,50).
Manson et al. (47) point out the importance of both open and pro-
prietary programs working together to validate each other’s results
so that justice can be done to those who deserve it. However, for this
to happen, the authors argue that proprietary software users must
have an open mind and must try other tools, preferably open source
tools, to validate their results. Geiger and Cranor in their evaluation
of six counter-forensic privacy tools (51), highlight significant short-
falls in the methods and implementations of the tools. In Geiger and
Cranor (51), a crime scene acquisition of an open source tool to per-
form a smart-phone internal memory acquisition has been described
as beneficial. If an open source tool creates the same evidence as a
proprietary tool, the open source tool’s code can be analyzed and
proved to be working correctly. Therefore, the proprietary tool’s
code can be assumed to also work correctly without inspection
because of the identical outcome (52). Finally, an extensive
overview of the next generation tools can be found in Richard and
Roussev (53).

Notwithstanding all this, there is still a need for a structured
approach, which will provide guidance on how organizations can
configure their systems and adapt their organizations proactively to
collect and preserve potential evidence according to applicable
international and national legislation. Furthermore, such structured
approach provides clarification of requirements and constraints set
by the applicable legislation on proactive collection and preserva-
tion of potential digital evidence that is missing in these tools.

Last but not least, it is worth to compare this framework to
established best practices guides (e.g., [54,55]), which heavily rely
on existing standards (56). These guides are important documents;
however, our proposed framework presents complementary
improvements to both of them. First, it emphasizes the importance
of defining an internationally agreed upon template that would
enable harmonized national and organizational derivatives for treat-
ment of digital forensics. Second, the proposed framework builds
on a proactive approach. In the both previously mentioned docu-
ments, postfestum activities are considered—these are activities that
start with seizing of the evidence. Such focus on seizure of digital
evidence is often impossible in emerging environments, because
services have to remain operational (examples include air-traffic
control systems, power grids, SCADA systems, etc.). Therefore,
and third, our framework presents a leveled MAC architectural
approach that is suitable for a wide range of digital devices and
which means one important low-level step in proactive collection
of admissible evidence.

Conclusions

This paper presents current methodological and procedural
approaches in digital forensics. Based on them, and taking into
account current trends and requirements, such as SOAs, sensor net-
works, and 24 ⁄7 interoperability requirements, a new architectural
technological solution is presented that addresses the core forensic
principles at its roots. It deploys leveled MACs and digital signa-
tures to provide more reliable data (data integrity) and to signifi-
cantly ease forensic investigations into the attacked system under
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operating conditions. In addition, using a top-down approach, this
paper also gives a conceptual framework for forensics readiness
procedures that provides levels of abstraction and procedural guides
embellished with a process model that allow investigators perform
routine investigations, without becoming overwhelmed by low-level
details. The framework allows adapting service organizations to
configure their systems for proactive collection and preservation of
potential digital evidence in a structured manner. Finally, this paper
describes how this structured approach is further refined to include
security services and mechanisms.

Last but not least, one important intention behind the proposed
approach is to initiate work on an internationally agreed ‘‘template’’
in the area of digital forensics, similarly to UNCITRAL model law
on electronic commerce (57). This model law is an internationally
agreed basis for derivation of national legislations in the area of
e-commerce, which has significantly eased and supported promo-
tion of commerce in cyberspace. As our intention is to foster and
orchestrate forensics activities in cyberspace, it is reasonable to
expect that a similar framework in the area of digital forensics
would be another successful story, which certainly holds true for
UNCITRAL model law on e-commerce.
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Estimation of Time of Death With a
Fourier Series Unsteady-State Heat
Transfer Model

ABSTRACT: The purpose of this study was to return to fundamental principles of heat transfer and derive a suitable model to establish a firm
basis for constructing a postmortem human cooling curve. A Fourier Series Model was successfully applied to unsteady heat transfer within a woo-
den cylinder in controlled laboratory conditions. Wood has similar thermal diffusivity properties as human tissue. By manipulation of the model, sen-
sitivity analyses were performed to observe the impact of changes in values of input variables. Variables of initial temperature of the cylinder and
ambient surrounding temperature were shown to be very sensitive and have the most impact upon predictive results of the model. The model was
also used to demonstrate the existence of an initial temperature plateau, which is often the subject of controversy in estimating time of death. Finally,
it was demonstrated how the Fourier Series Model can be applied to estimate time of death for humans.

KEYWORDS: forensic science, forensic pathology, postmortem cooling curve, time of death, unsteady-state heat transfer, Fourier series
heat transfer model, temperature plateau, body temperature after death

Historically, estimation of time of death has always been a valu-
able forensic tool. Can you imagine an early caveman touching his
deceased clansman and upon sensing the cold corpse, concluding
the man had been dead for some time. In England, 925 AD, St.
John of Beverly was appointed ‘‘keeper of the pleaser of the
crown’’, later to be shortened to ‘‘crowner’’, then finally to ‘‘coro-
ner’’. Even at that time, only crude ‘‘forensic’’ tools of rigor mortis
and corpse warmth were used to gage time of death. It was not
until 1600 that the first criminal autopsy was conducted by a
French physician, Ambrose Pare (1,2).

By 1811, an English physician named John Davey had formu-
lated his famous law based upon the principle of algor mortis (slow
cooling of a warm-blooded corpse). Davey’s Law states that 1.5�F
is lost per hour as measured in the armpit. Therefore, at least in
theory, it should be possible to record the temperature of a corpse,
and having knowledge of the heat loss rate curve, be able to esti-
mate time of death. In reality, the heat loss rate curve is not strictly
linear and is complicated by many factors.

Over the past 100 years, there have been numerous models pro-
posed to estimate time of death. As Kaliszan et al. (3) points out in
a recent review article, no single model or method allows the post-
mortem interval to be defined with absolute precision. Results of
these models can be useful to crime scene investigators but are
generally not strictly admissible into courts of law. There is too
much error and variability associated with these current models.

Much work has been carried out by various investigators to con-
struct a suitable model for predicting time of death. Though the
scope of this article is not aimed at a survey of existing methods,

some excellent approaches and summaries are available in refer-
ences (4–11). In 1948, Sellier (12) made use of an infinite cylinder
Fourier series to mathematically explore how variables might affect
the rate of a human cooling curve. This current investigation uses a
similar Fourier Series Model and expands upon earlier ideas.

One of the few published accounts of time of death estimation,
which included actual errors, was conducted by two forensic
pathologists upon 100 bodies (13). Based upon a single rectal tem-
perature and judgment of an experienced pathologist, only 11 cases
were estimated correctly (<5% error), when compared to the actual
known elapsed times. In 35 of the 100 cases, the error was <10%,
and in 70 of the 100 cases, the error was <30%.

Approach

Most of the existing time-of-death models are either empirically
derived or based upon some simple questionable mathematical for-
mula. The Fourier Series Model used in this investigation is based
upon fundamental principles of conductive heat transfer. This
approach provides a firm foundation upon which to build an ulti-
mate predictive model for estimating time of death. Starting from
the most basic equation of steady-state heat conduction in one
dimension, Fourier’s rate equation states that the heat flux per unit
area normal to the x-direction of heat flow is proportional to the
temperature gradient in the x-direction. This statement can be com-
pactly expressed as qx

A ¼ � k d T
d x, where qx is the heat transfer rate

in the x-direction, A is the area normal to the direction of heat
flow, k is the proportionality constant called the thermal conductiv-
ity, and dT ⁄ dx is the temperature gradient in the x-direction.
Because the human torso can be approximated as a cylinder, it is
appropriate to expand the one-dimensional Fourier’s rate equation
and express it in cylindrical coordinates. The result is shown as
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Eq. 1, below. Because the loss of temperature from a human body
is inherently an unsteady-state process, the term on the RHS of Eq.
1 represents the change of body temperature over time. The subse-
quent partial differential equation can be solved for heat transfer in
the radial direction with use of a Fourier series, shown as Eq. 2.
This exact series solution is for an infinitely long cylinder. An infi-
nite cylinder is an idealization that permits the assumption of one-
dimensional conduction in the radial direction. Of course, the
human torso is not an infinite cylinder, but typical torso ratios of
cylinder length ⁄cylinder diameter of 2–3 provide a reasonable esti-
mate of radial heat flow (with subsequent temperature loss) from
the postmortem human torso.

Methods

Experimental

A wooden cylinder was constructed to mimic the approximate
proportions of a small human torso (0.22 m diameter by 0.44 m
length). Some initial testing was performed with raw tree trunks
and then with pressure-treated fence posts. In both cases, these
specimens contained too much moisture, severely cracked upon
heating and were unusable. Next, a wooden cylinder was con-
structed from kiln-dried lumber, containing an estimated moisture
content of 10–15%. Standard 2¢ · 10¢ yellow pine planks of lumber
were joined and clamped together using a minimal amount of poly-
urethane construction adhesive. The subsequent integrous block of
wood was turned on a lathe to yield the final wooden cylinder for
testing. A hole was drilled parallel to the axis of the cylinder from
the face of one end of the cylinder, located about 1 ⁄3 of the cylin-
der radius from centerline. The hole was drilled to approximate the
depth and location of the anus of a human torso.

The cylinder was placed in an oven thermostatically controlled
to a temperature of 37�C. It required about 2 days for the cylinder
to attain this final temperature throughout its volume. The cylinder
was quickly removed from the oven and a thermocouple wire sup-
ported within an insulated fiberglass rod was inserted into the
‘‘rectum.’’ About 2–3 min elapsed between time of cylinder
removal from the oven and temperature capture of the first data
point. This operation was quickly performed in an effort to capture
any early temperature plateau effects. Under conditions of free
convection, the cylinder was suspended over a laboratory bench,
and data capturing software was used to monitor temperature
decay each min. Ambient temperature conditions within the labo-
ratory were carefully controlled (near temperatures of 21�C). In
other experiments, the wooden cylinder was placed directly on the
laboratory bench, covered with a blanket in some cases and sub-
jected to conditions of forced convection with use of a pedestal
fan.

Thermal diffusivity of a material is a measure of the rate at which
heat is lost from the material to its cooler surroundings; it is the ratio
of thermal conductivity to the product of density and heat capacity,
or a = k ⁄ (q Cp), where a is the thermal diffusivity with units of m2 ⁄ s,
k is the thermal conductivity with units of W ⁄ (m K), q is the density
with units of kg ⁄ m3, and Cp is the heat capacity with units of
J ⁄ (g K). Interestingly enough, it was discovered that the thermal
diffusivity of the human body and wood are very similar. Their indi-
vidual values of thermal conductivity, density, and heat capacity are
significantly different, but the ratios of the values combining to form
the overall thermal diffusivity are of the same approximate magni-
tude. For example, typical values for average thermal properties of
the lower human torso are k = 0.40 W ⁄ (m K), q = 880 kg ⁄ m3, and
Cp = 3.41 J ⁄ (g K); they combine to equal a thermal diffusivity of

0.13 · 10)6 m2 ⁄ s (14). A typical value for thermal diffusivity of
wood is reported to be 0.16 · 10)6 m2 ⁄ s (15). However, there is
some variation within specific wood species. For the yellow pine
wood of our particular cylinder, k = 0.12 W ⁄ (m K), q =
661.8 kg ⁄ m3, and Cp = 3.00 J ⁄ (g K); they combine to form a ther-
mal diffusivity of 0.06 · 10)6 m2 ⁄ s.

Fourier Series Heat Transfer Model

The heat equation for heat conduction analysis in a cylindrical
body, written in cylindrical coordinates, is (16):
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The exact solution for uniform initial temperature and convective
boundary conditions can be written as a Fourier series (17):

h ¼
X1
n¼1

Cn exp � k2
n F̂o

� �
Jo kn r�ð Þ ð2Þ

where, h = (T ) T¥) ⁄ (Tinitial ) T¥) or unaccomplished tempera-
ture change; T¥ = ambient temperature; Fo = Fourier number,
at ⁄ (V ⁄ A)2; a = thermal diffusivity, k ⁄ (qCp); ro = outside cylin-
der radius; r* = r ⁄ ro.

Cn ¼ 2
kn

J1 knð Þ
J2

o knð Þ þ J2
1 knð Þ

The Biot number, Bi, is calculated as h(V ⁄A) ⁄ k, where h is the
heat transfer coefficient, V is the volume of the solid cylinder, A is
the surface area of the cylinder, and k is the thermal conductivity
of the cylinder. The eigenvalues, kn, are positive roots of the tran-
scendental equation, Bi = kn [J1(kn) ⁄Jo(kn)]. Tabulated values of
the first four roots of this equation are listed in Table A-13 of ref-
erence (17). These roots can also be determined by using Excel
SOLVER to find the eigenvalues as solutions to the equation,
Bi = kn [J1(kn) ⁄ Jo(kn)].

The quantities J1 and Jo are Bessel functions of the first kind.
Tabulated values for these functions are listed in Table I of refer-
ence (17). These Bessel functions can also be solved directly with
the Excel worksheet function, BESSELJ(x,n), where x is the eigen-
value and n is the order.

Several terms within the Fourier series, i.e., the RHS of Eq. 2,
are summed to provide a value for the LHS or h. h is called the
unaccomplished temperature change. Once h is determined, temper-
ature within the cylinder, T, can be found at any time t.

Because the ratio of cylinder length ⁄ cylinder diameter is only 2,
the wooden cylinder cannot be modeled as an infinite cylinder.
Therefore, instead of using the radius r to calculate the Fourier
number for the infinite cylinder case, the ratio V ⁄A was substituted
(18). Table 1 lists the variable values used in the Fourier Series
Model.

Results

Model Application

See Fig. 1 for experimental data collected from the wooden cyl-
inder under conditions of the base case (suspended cylinder), the
cylinder resting on a laboratory bench, the cylinder covered with a
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fleece blanket, and the cylinder subjected to forced convection from
use of a pedestal fan. This plot is provided to show the variability
in rate of temperature decay from the test cylinder in a variety of
‘‘field conditions.’’ The base case provides a basis for our theoreti-
cal mathematical model (to follow), the cylinder resting on a bench
corresponds to a human body found resting on the ground, the
fleece blanket corresponds to a human body found resting on the
ground with minimal clothing, and use of the pedestal fan corre-
sponds to a human body found on the ground with a slight breeze
blowing across the body.

The Fourier Series Model was fitted to experimental tempera-
ture decay data collected from the base case of suspended wooden
cylinder under conditions of free convection. A three-term Fourier
model was used to judge how each variable affected the fit of the
model to the experimental data. The coefficient of determination,

R2, commonly used in statistical analysis, was used to judge how
change in a variable influenced the model fit. According to Fig. 2,
the model provided a good fit, with an R2 of 0.990. Note, in the
modeling application, no effort was made to model the early
stages of temperature decay. This early time period is called the
‘‘temperature plateau effect’’ and will be addressed later. Most
investigators ignore this early time period as it is difficult to
model and often not known or even especially relevant when
establishing a temperature decay curve. See reference (4) for fur-
ther discussion.

Sensitivity Analysis

There are many variables that affect the shape of the temperature
decay curve. Various investigators (4,12,19) have attempted to
assess the importance of these variables relative to each other. In
an effort to understand the influence of each variable, a sensitivity
analysis was performed on the variables associated with the temper-
ature decay of the wooden cylinder. This sensitivity analysis is
shown in Fig. 3.

As demonstrated by Al-Alousi (20), where he examined 117
forensic cases, and also by other investigators (4), there is much
variability and large standard deviations from temperature averages
across various individual postmortem cooling curves. The cooling
curve problem is difficult to model. Why so? The use of a Fourier
Series Model as applied to controlled laboratory conditions was
used in an effort to answer this question. Sensitivity analyses were
performed on all major variables associated with the model. Once
sensitive variables were identified, a closer look was taken at each

TABLE 1—Variables used in Fourier Series Model.

Wood
Cylinder

Human Torso
(raw model)

Human Torso
(adjusted model)

r, radius, m 0.109 0.15 0.20
L, length, m 0.441 0.61 0.61
W, weight, kg 10.85 N ⁄ A N ⁄ A
Ti, initial temp, �C 37.0 37.0 37.0
T¥, ambient temp, �C 21.0 23.9 22.5
r, anus, m 0.042 0.05 0.07
k, W ⁄ (m K) 0.120 0.40 0.36
q, kg ⁄ m3 661.8 880 890
Cp, J ⁄ (kg K) 3000 3400 3530

FIG. 1—Temperature decay of wooden cylinder under various conditions.
FIG. 2—Application of the Fourier Series Model to cooling curve of sus-

pended wooden cylinder.
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variable to explain how they might affect the predictive power of
the model. Initially, one might think the variable thermal conductiv-
ity of body tissue, as reported by several investigators (14,21),
might explain the wide variability between individual cooling
curves. However, our sensitivity analysis (see Fig. 3) showed that
the variables of thermal conductivity, and even specific heat, did
not significantly affect the cooling curve.

The primary variables exercising the most influence on the cool-
ing curve are initial body temperature and ambient surrounding
temperature conditions. The sensitivity analysis reveals that it is
absolutely critical when constructing a predictive model to know
these temperature conditions. Note in Fig. 3 that the temperature
sensitivity curves are not symmetrical. Because of this nonsymme-
try, if errors were to be made when exercising the predictive
model, it appears to be somewhat more advantageous to overesti-
mate the initial temperature and underestimate the ambient temper-
ature conditions.

As can be seen in Fig. 1, even in a thermostatically controlled
room, there are some small fluctuations in ambient temperature as
a result of normal cycling of a heating ⁄ cooling unit. In the litera-
ture (22), there are solution templates for the Fourier series heat
transfer model with conditions of variable ambient temperature.
However, in our case where the ambient temperature underwent
a slight cycle, it is believed that these solutions add another
level of complexity and are unnecessary because of the fact that
the effects of the rise and fall of the ambient temperature curve
essentially cancel out each other. In other cases, where the
temperature is linearly increasing or decreasing, exact solution
templates for the Fourier series heat transfer model are also avail-
able (22).

Discussion

Temperature Plateau Effect

Examination of the cooling curves of the test cylinder shown in
Fig. 1 reveals a slight temperature plateau effect. This plateau
effect is because of the fact that initially, there is no temperature
change and there is no temperature gradient. This corresponds to
the case of a human body, as the temperature does not change
immediately upon death; the postmortem temperature decay curve
is initially flat or only slightly changing. Shortly after time zero
(when a person dies or our cylinder is removed from the oven), it
takes a brief period for a temperature gradient to become estab-
lished. In our model, the plateau effect is dependent primarily upon
the cylinder radius and the thermal diffusivity of the cylinder mate-
rial. This temperature plateau effect has been the subject of much
controversy over decades of forensic research associated with esti-
mation of time of death in humans. Some investigators report the
effect is just a natural phenomenon associated with heat transfer (as
is demonstrated with our wooden cylinder). Other investigators
(23–25) insist some heat is produced after somatic death as a result
of anaerobic and aerobic metabolic processes. Therefore, it is
argued that these processes will significantly distort the temperature
plateau effect.

Most models used by previous investigators to estimate time of
death ignore the temperature plateau effect. With use of the Fourier
Series Model, the temperature plateau effect can be captured. The
effect of additional terms in the Fourier series is demonstrated in
Fig. 4. With use of spreadsheet software, it is easy and convenient
to incorporate additional terms into the Fourier series. With use of
a five-term model, a smooth curve is fitted to the temperature

FIG. 3—Sensitivity analysis. FIG. 4—Influence of additional terms in the Fourier Series Model.
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plateau. Many investigators are content to offer models equivalent
to the sum of the first two or three terms of the Fourier series
(4,5,20). Even in this current experimental work with a small diam-
eter wooden cylinder, limiting the description to two terms in the
Fourier series gives <0.3�C error in the temperature plateau region.

Modifications of the Fourier Series Model to
Accommodate Changes in Surrounding Ambient Conditions

In our carefully controlled experimental conditions, temperature
decay within the wooden cylinder was studied while the cylinder
was suspended in still air. These conditions define our base case.
For forensic studies of corpses, conditions certainly deviate from
our base case. The human body is usually found resting on a firm
surface, is seldom discovered as a naked body, and some slight
conditions of forced convection (wind or air conditioning) may be
present.

According to Fig. 1, there are some slight differences between
the cooling curves of the base case of our wooden cylinder sus-
pended in air versus the same cylinder resting on a laboratory
bench (a thermally indifferent base). By making a slight adjustment
of adding 0.8�C to the ambient room temperature conditions, the
cylinder bench cooling curve was adjusted up to be essentially con-
gruent to the suspended cylinder curve. This adjustment was incor-
porated into the Fourier Series Model when applying it to
applications for a postmortem human cooling curve, as bodies are
usually discovered on a thermally indifferent base.

Correction factors were not attempted to fit the Fourier Series
Model to other conditions indicated in Fig. 1. Henssge (4) has per-
formed extensive testing to establish corrective factors for bodies
with various layers of clothing, bodies in water, and moving air.
These corrective factors are applied to conditions other than his
base case: a naked body resting on its back on a thermally indiffer-
ent base in a closed room. Henssge`s corrective factors were
applied to what he calls the ‘‘Newtonian cooling coefficient’’,
which is the slope of the cooling curve. It is not clear whether
Henssge’s correction factors could be adapted to the Fourier Series
Model. Corrective factors for other conditions will be determined
in our additional investigations.

Suggested Application of the Fourier Series Model to
Describe the Postmortem Human Cooling Curve

Thermal properties of a human torso have been estimated
according to body type. Table 2 and Fig. 5 have been constructed
from assigning proportions of various types of tissue (lung, pelvic
organ, gastrointestinal organs, subcutaneous fat, etc.) that comprise
various body types. Individual literature values of thermal conduc-
tivity, density, and heat capacity for various tissues are available
(14). According to the sensitivity analysis shown in Fig. 3, the Fou-
rier Series Model is not especially sensitive to variation of these
properties. Also, it is convenient that the body weight of the torso
does not have to be known, because values of density can be

estimated from Fig. 5. Body type (lean–normal–obese) can be esti-
mated from physical inspection of the corpse.

As cylinder diameter is an important input variable into the Fou-
rier Series Model, it necessary to determine the diameter of the
torso. This can be carried out by measuring the circumference of
the torso at an average location and calculating an equivalent diam-
eter. Again, from the sensitivity analysis of Fig. 3, the model is rel-
atively insensitive to errors in torso radius.

Given the sensitivity of the model to changes in temperature,
how can we ensure these critical temperature variables are closely
tracked? In most cases, the initial body temperature is not known.
It can typically vary between reported values of 34.2�C (hypother-
mia) and 37.7�C, with even excursions up to 104.2�C when drugs,
fever, or body trauma are involved (4). Often, unless the body is in
a thermostatically controlled room or in a large body of water,
some variations in ambient temperature conditions will occur. For
forensic modeling, if a normal-size body (normal posture, normal
initial body temperature, and minimal clothing) is discovered in an
ordinary, small to moderately sized thermostatically controlled
room, a predictive model stands a good chance of providing a close
estimate as to time of death. If that same body is discovered out-
side, under conditions of variable weather and wind (forced con-
vection effects), a predictive model may not be so reliable.

The Fourier Series Model cannot be used if significant informa-
tion about the cooling curve is not known. There must be confi-
dence in the average temperature value of the surroundings
(ambient conditions). The following conditions will also render the
model unreliable: strong solar radiation, if the condition of the body
is unusual or different than normal, if the body is moved from its
original location, and if there are strong climatic changes or cooling
conditions present.

TABLE 2—Thermal properties of materials.

Wood
(yellow
pine)

Human
Tissue
(lean)

Human
Tissue

(average)

Human
Tissue
(obese)

Human
Tissue

(very obese)

k, W ⁄ (m K) 0.120 0.36 0.40 0.36 0.34
q, kg ⁄ m3 61.8 891 880 870 873
Cp, J ⁄ (kg K) 3000 3519 3414 3252 3083

FIG. 5—Estimated thermal properties of a human torso; based upon
actual data from Reference (14).
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The following procedure is recommended for application of the
Fourier Series Model to the forensic scene of a recently discovered
human corpse. Note the environment, including ambient tempera-
ture conditions, position and condition of corpse, clothing, and rela-
tive torso size (lean, average, medium, moderately obese, and very
obese). Take a rectal temperature and note the time. Leave the
body as found; do not disturb any existing conditions; discourage
any area activity until the investigation is complete. Continue to
take a rectal temperature reading every 2 h until the body tempera-
ture achieves steady-state conditions. If this is not practical, collect
as much of the cooling curve as possible. Plot these temperature
points; this is called the field data curve. Measure torso length and
determine an equivalent torso diameter. Using an initial body tem-
perature of 37�C and estimated physical properties of torso, set up
a five-term Fourier Series Model on a spreadsheet. Adjust the input
parameters to the model based upon amount of body clothing, size
and condition of the body, and any other mitigating factors. Apply
corrective factors to the model to account for any layers of clothing
or moving air conditions. Exercise the model to generate a post-
mortem cooling curve; this is called the model curve. Now, super-
impose the model curve upon the actual field data curve to check
for fit. Because the model is very sensitive to ambient temperature
conditions, adjust this value in the model (typically € 0–20%) to
improve the fit between model and field data curves. For final fit
improvement, the initial temperature condition of 37�C might be
adjusted a bit (between 36�C and 39�C), because the model is also
very sensitive to this variable. The final model curve thus generated
represents the postmortem cooling curve and can now be used to
estimate exact time of death.

Application of the Fourier Series Model to Literature Values
of Postmortem Human Cooling Curve Data

The Fourier Series Model was applied to actual literature data of
postmortem human cooling. Lyle’s data (26) is commonly used by
investigators in modeling the temperature decay curve of postmor-
tem cooling. With Lyle, as with other data sources, the torso diam-
eter is not reported. Unfortunately, this key value will have to be
assumed for inclusion into the Fourier Series Model. Also, Lyle
does not report body type. An average body type (see Fig. 5 for
thermal properties) and a torso diameter of 0.3 m were assumed.
Refer to Table 1 for values of other variables assumed in the exe-
cution of the raw model. Results of the raw Fourier Series Model
are illustrated in Fig. 6. In the absence of vital torso diameter and
body type information, the model fit to the literature data is not
particularly good. By assuming a larger diameter torso, a decreased
value of ambient temperature conditions, and a lean body type, the
fit of the adjusted Fourier Series Model to the Lyle data is signifi-
cantly improved (R2 = 0.9844).

Conclusions

The purpose of this investigation was to return to fundamental
principles of heat transfer and derive a suitable model to establish a
firm basis for constructing a postmortem human cooling curve. A
Fourier Series Model was successfully applied to unsteady heat
transfer within a wooden cylinder in controlled laboratory condi-
tions. By manipulation of the model, sensitivity analyses were per-
formed to observe the impact of changes in values of input
variables. Variables of initial temperature of the cylinder and ambi-
ent surrounding temperature were shown to be very sensitive and
have the most impact upon predictive results of the model. Finally,
it was demonstrated how the Fourier Series Model can be applied

to estimate the time of death for humans. The model was applied
to a postmortem human cooling curve from existing literature val-
ues. Even though the model was tested against one set of field data
from literature, much more testing is required to truly validate use
of the model under various field conditions. Also, unfortunately,
there is no torso diameter data reported in existing field data litera-
ture. Other pathologists and crime scene investigators are invited to
collect field data—along with torso diameter measurements—to
validate the model and improve its predictive powers. The Fourier
Series Model, Eq. 2, works well for idealized, controlled laboratory
conditions. In the end, for the model to be useful to practitioners, it
will necessarily have to be modified and adapted to realistic field
conditions. To date, investigation is continuing in our laboratory to
further refine the model to predict time of death under other condi-
tions besides natural convection of a naked body resting on a ther-
mally indifferent base. This includes conditions of various levels of
clothing and forced convection.

Nomenclature

A surface area, m2

A thermal diffusivity, k ⁄qCp, m2 ⁄ s
Bi Biot number, dimensionless
Cp heat capacity, J ⁄ (g K)
F̂o fourier number, at ⁄ ro

2, dimensionless
h heat transfer coefficient, W ⁄ (m2 K)
J joule(s)
J1, Jo bessel functions of the first kind.
k thermal conductivity, W ⁄ (m K)

FIG. 6—Application of Fourier Series Model to postmortem cooling curve
(Lyle data).
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K Kelvin
LHS left hand side
kn eigenvalues; positive roots of the transcendental equation,

Bi = kn [J1(kn) ⁄Jo(kn)]
m meter
n order of Bessel function or summation of terms in the Fou-

rier series.
/ phi-direction in cylindrical coordinates
qx heat transfer rate in the x-direction, watts
q
:

rate of heat generation, watts
RHS right hand side
r radius, m
q density, kg ⁄m3

T temperature within the cylinder at a position r and at time t,
�C

Tinitial initial uniform temperature of the cylinder, �C
T¥ ambient temperature conditions surrounding the outside of

the cylinder, �C
t time, s
h unaccomplished temperature change, (T ) T¥) ⁄ (Tinitial ) T¥),

dimensionless
V volume, m3

W watt(s), J ⁄ s
x one-dimensional x-direction in Cartesian coordinates
z z-direction in cylindrical coordinates
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ABSTRACT: As the number of forensic science programs offered at higher education institutions rises, and more students express an interest in
them, it is important to gain information regarding the offerings in terms of courses, equipment available to students, degree requirements, and other
important aspects of the programs. A survey was conducted examining the existing bachelor’s and master’s forensic science programs in the U.S. Of
the responding institutions, relatively few were, at the time of the survey, accredited by the forensic science Education Programs Accreditation Com-
mission (FEPAC). In general, the standards of the responding programs vary considerably primarily in terms of their size and subjects coverage.
While it is clear that the standards for the forensic science programs investigated are not homogeneous, the majority of the programs provide a strong
science curriculum, faculties with advanced degrees, and interesting forensic-oriented courses.
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The number of higher education forensic science degree and
certificate programs is rapidly expanding. As recently as 1975, there
were only 21 colleges or universities offering degrees in forensic
science (1). These programs were limited to bachelor’s degrees,
master’s degrees, and several different doctoral degrees. However, as
of 2007, there were 120 colleges or universities offering a wide vari-
ety of programs, including undergraduate and graduate certificates,
associate degrees, bachelor’s degrees, master’s degrees, and doctoral
degrees. There has been speculation that popular television shows,
such as CSI: Crime Scene Investigation, are partly responsible for
the increase in student interest (2). It was reported in USA Today that
in 2004, forensic science was the most popular undergraduate major
for the second year in a row at West Virginia University (2).

A 2002 Technical Working Group for Education and Training in
Forensic Sciences (3), promoted by the National Institute of Justice,
proposed guidelines for educational forensic science programs that
served as a foundation for the Forensic Science Education Pro-
grams Accreditation Commission (FEPAC) that accredits colleges
and universities, which have forensic science programs available to
their students. FEPAC was initially developed as an ad hoc com-
mittee of the American Academy of forensic sciences, which then
evolved into a standing committee, and, finally, into a commission,
composed of five forensic science educators.

At the time of our research, 15 institutions of the 120 offering
forensic science programs had received FEPAC accreditation for

their programs, although this number has since increased (26 in
May 2009). Although FEPAC accreditation is a major step toward
creating national standards for forensic science programs, the avail-
ability of such accreditation is relatively new. Although the goal of
this study is to provide a snapshot of the current data regarding the
programs that were surveyed as they stand now, it is noteworthy to
mention that the recent report by the National Association of Sci-
ences (4), finding the forensic science system ‘‘fragmented,’’ calls
for major reforms in the field in general and with forensic science
education and training in particular. Clearly, the call is to provide
personnel with improved educational and training backgrounds.
The report also calls for mandatory certification and accreditation,
which it states should be the responsibility of a National Institute
of forensic science.

In 1977, Peterson and De Forest (5) surveyed 22 forensic science ⁄
criminalistics degrees in the U.S. and provided a snapshot of the
condition and needs of forensic science education. At that time, also
the quality and standards of the programs were not uniform, and the
authors wished for accreditation and improvements in many pro-
grams’ aspects.

A 1988 study (6) indicated that the preferred educational back-
ground for an entry-level forensic scientist was a bachelor’s degree
with a strong chemistry component followed by a master’s degree
in forensic science. Siegel also found that bachelor’s degrees in
forensic science were not preferred because the general feeling was
that these degree programs did not provide sufficient ‘‘hard sci-
ence’’ courses.

Also in 1988, a study (7) was published that attempted to assess
whether or not the graduate forensic science programs available at
that time were meeting the needs of the community. Again, it was
found that a strong chemistry background was preferred so much,
so that approximately half of the managers who responded to the
survey preferred to hire individuals with a B.S. in chemistry than
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individuals with an M.S. in forensic science. Additionally, graduate
internships were found to be of significant importance to most lab-
oratory supervisors.

These findings were reiterated by Furton et al. (8), who surveyed
laboratory directors. In this study, the authors found that 63% of
their respondents required B.S. degrees. Once again, a strong pref-
erence was observed for ‘‘hard science’’ courses and a B.S. in
chemistry, with bachelor’s degrees in forensic science not preferred
by laboratory directors.

In 2009, Quarino and Brettell (9) provided an assessment of
forensic science education, its historical prospective, and the needs
for forensic science graduates. Moreover, the manuscript discusses
the future of forensic science education stating that the overall qual-
ity of the programs has dramatically improved in the last decade or
so.

This study was designed primarily to acquire and catalog data
regarding the 120 higher education facilities that offer programs in
forensic science. These programs range from undergraduate certifi-
cates to doctoral degrees but in this manuscript, only data relative
to bachelor’s and master’s programs are presented. The survey sec-
tions requested data on curriculum, number of laboratory hours,
prerequisites, and FEPAC accreditation status. Questions regarding
postgraduate employment tracking were also included in each pro-
gram section. The study sought to obtain information that could
subsequently be used by institutions to maintain and improve the
quality of their programs and by students to have a unified idea
about the course offerings available in forensic science education.

Methods

The research was performed as an electronic survey designed
using a website called SurveyMonkey�(10). To facilitate completion
of data analysis, the amount of time for which the survey was open
to participants was limited. The survey was first made available to
participants in early October 2007 and was subsequently closed to
participants in March 2008. The survey questions and format were
designed using methods suggested by Posavac and Carey (11).

Contact information of the 120 institutions offering forensic sci-
ence programs was obtained using the American Academy of
Forensic Scientists website and Internet searches, such as Google.
This contact information was entered into a spreadsheet to facilitate
usage for mailings and participation tracking.

To gain as much information as possible on the programs
offered, the scope of the survey was relatively wide. The electronic
version of the survey allowed the participant to skip questions,
which were not applicable to their program. To encourage elec-
tronic participation, solicitations to participate were sent via e-mail.
However, if a participant requested a paper copy of the survey, one
was mailed to them with a return envelope.

Results

Over the course of 6 months of data collection, 41 responses
(34%) to the survey were obtained. Because of the manner in
which the survey was designed, it was possible for participants to
omit questions that did not apply to their program or to which they
did not have a response. As a result, the number of respondents for
each section of the survey varies.

Faculty and Facility Information

Of the 120 institutions surveyed, 37 completed the Faculty and
Facility Information section (31%). It was observed that the number

of faculty in any given forensic science department varied widely,
from as few as one faculty member to as many as 40. The majority
of departments were comprised of more than 10 faculty members,
although departments of 3–5 or 6–10 members were represented by
only slightly fewer departments.

The responding departments varied in the number of tenured fac-
ulty they employed, from zero tenured faculty to as many as 20
tenured faculty members. Additionally, the number of adjunct fac-
ulty members varied widely, ranging from 0 to 25. In the majority
of cases, tenured faculty members outnumbered adjunct faculty
members, although in 12 cases (33%), the number of adjuncts was
higher when compared to the number of tenured faculty. The num-
ber of tenured versus adjunct faculty was the same in only one
case. The vast majority of institutions reported having only one to
two faculty members, if any, with a bachelor’s degree as their high-
est obtained degree. Similarly, most institutions replied that one to
two faculty members had master’s degrees as their highest obtained
degree. Ten institutions (27%) reported having one to two faculty
members holding doctoral degrees, while an additional 10 institu-
tions (27%) reported three to five faculty members with doctoral
degrees. Nine institutions (24%) reported 5–10 faculty members
with doctoral degrees, and five institutions (14%) replied they had
more than 10 faculty members with doctoral degrees.

In 24 cases (65%), the doctoral faculty outnumbered the faculty
members with master’s degrees, while in four cases (11%), the
number of faculty with master’s degrees outnumbered those with
doctoral degrees. In three cases (8%), the number of faculty with
doctoral degrees was equal to those with master’s degrees.

Eighteen of 37 respondents (49%) noted that 76–100% of their
faculty had attended industry conferences in the last 5 years, with
the American Academy of forensic sciences Annual Meeting being
the most commonly attended by all respondents. Six of 37 respon-
dents (16%) replied that none of their faculty had attended an
industry conference in the last 5 years. Additionally, 14 of 37
respondents (38%) noted that 76–100% of their faculty had pub-
lished in a peer-reviewed journal within the last 5 years. The Jour-
nal of Forensic Sciences was the most common journal noted.
Twelve of 37 respondents (32%) noted that none of their faculty
had published in a peer-reviewed journal in the last 5 years.

Twelve institutions (32%) replied that 76–100% of their faculty
worked currently, or had previously worked, in a public or private
sector laboratory that specialized in the analysis of forensic materi-
als, while six institutions (16%) noted that none of their faculty
had this experience. One respondent (3%) replied that it ‘‘didn’t
matter’’ whether or not faculty members had worked in this type of
environment. In contrast, only four institutions (11%) noted that
76–100% of their faculty had worked as independent consultants in
the field of forensic science, while 12 institutions (32%) replied
that none of their faculty had this experience.

The remaining questions in this section of the survey asked
about the facilities available to students. Twelve of the 37 respond-
ing institutions (32%) replied that they had no laboratory space
dedicated for use by their forensic science students. Sixteen
responding institutions (43%) had one to two dedicated laboratories,
while four (11%) noted between 3 and 10 dedicated laboratories,
as presented in Fig. 1. The colleges and universities that do not
have dedicated facilities may or may not share laboratories with
other majors.

Almost all responding institutions (30 of 37—81%) have gas
chromatography equipment available for use by their students,
while 29 (78%) offer mass spectroscopy, 26 (70%) have high-
performance liquid chromatography, 25 (68%) offer ultraviolet
spectroscopy, 24 (65%) offer infrared spectroscopy, 23 (62%) have
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polarized light microscopes, and 19 (51%) have nuclear magnetic
resonance equipment available. Only 13 institutions (35%) noted
that their students had access to a scanning electron microscope
(Fig. 2).

Bachelor’s Degrees

Twenty-two institutions (54%) replied in the affirmative that they
offer bachelor’s degrees. Four (18%) of the responding institutions
have programs that have been accredited by FEPAC, while the
remaining 18 are not accredited. Of those 18 which are not accred-
ited (82%), 12 (67%, or 55% of total sample in this section) stated
they were either currently in the process of being accredited, or
intended to initiate the process. The remaining six institutions
(34%, or 27% of the total sample in this section) do not intend to
pursue FEPAC accreditation.

Over the last 5 years, there has been a slight increase in the
number of applicants to the responding institutions’ programs,
although a slight majority of institutions noted a consistent level of
more than 50 applicants per year over the last 5 years. Two institu-
tions (9%) noted more than 200 applicants were accepted in each
of the last 5 years, while the remaining responding institutions pri-
marily noted levels on the order of 1–20 students per year.

Additionally, it was noted by the respondents that over the last
5 years, the slight majority of the students have been female, with
only one institution (5%) noting 60–70% male enrollment in 2007.
All other respondents noted less than 60% male enrollment for
each year over the last 5 years, with at least two institutions (9%)
noting 90–100% female enrollment over the last 5 years.

Despite relatively high enrollment numbers, most responding
institutions noted zero to five graduates for each of the last 5 years,
with no more than six institutions (27%) noting 5–10 graduates in
any given year—this occurred once in 2005. No institution noted
more than 30 graduates in any of the last 5 years. Of the institu-
tions surveyed, only seven (32%) responded that they track post-
graduate employment. Of those seven, most noted zero to five
graduates had gone on to work in the forensic science field. Only
one institution (14%) noted that 5–10 of its graduates had gone on
to work in the field in 2006 and 2007. No institution noted more
than 10 graduates finding employment in the forensic science field.

Ten of 22 responding institutions (46%) noted their program was
comprised of 20–30 courses, with the range from as few as six
courses to as many as 42. Ten institutions (46%) also noted that
10–15 of the courses they offered were laboratory courses. One
institution (5%) did not offer laboratory courses as part of their
bachelor’s degree. The maximum number of laboratory courses
listed was 32. Twelve of 22 respondents (55%) noted their average
laboratory class length was 2–3 h.

The majority of institutions (82%) require general biology and
general chemistry as part of their standard curriculum. Most schools
(64%) also require general physics and organic chemistry. Statistics
is required by 55% of responding institutions, while calculus and
biochemistry are required by 50%. Physical chemistry is required
by 41% of responding institutions. Only one respondent (5%) noted
that none of these courses was required by their institution (Fig. 3).
One institution (5%) requires bachelor’s degree students to write a
thesis.

Forensic-oriented subjects available to students in the responding
bachelor’s degree programs varied widely and are grouped in
Fig. 4. Eighty to 90% of responding institutions require courses in
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criminal justice, instrumentation, and general criminalistics. Seventy
to 80% of respondents require microscopy, crime scene processing,
ethics, and biochemistry. Only two subjects were available at all
the responding institutions: general criminalistics and biochemistry.
All other subjects had at least one institution at which they were
not available. Toxicology and physical anthropology are offered
primarily as elective courses. Pharmacology, accident reconstruc-
tion, and questioned documents were among the least available.

All responding institutions give credit for internships, with 11 of
22 (50%) requiring internships for completion of the bachelor’s
degree (Fig. 5). The required internships varied widely in length
from as few as 30 contact hours up to 450 h. Eighteen of 22
responding institutions (82%) noted their programs were designed
for individuals seeking entry into the field, while 10 institutions
(46%) responded that their program was appropriate for individuals
interested in seeking a higher degree. Fifteen of 22 institutions
(68%) responded that their bachelor’s degree program prepared stu-
dents for work as a technician, while 14 of 22 (64%) responded
that their programs prepared students for low-level analyst posi-
tions. Five institutions (23%) felt their program prepared students
for mid-level analyst positions, and one respondent (5%) felt their
bachelor’s degree program prepared their students for supervisory
positions.

Master’s Degrees

Of 33 anticipated respondents, 12 institutions (36%) replied in
the affirmative that their institutions offer master’s degrees. Only
one responding institution (8%) had acquired FEPAC accreditation,
while the remaining 11 (92%) had not. All 11 had either started
the application process, or intended to apply for accreditation.

Most institutions noted more than 50 applicants in each of the
last 5 years. Of those applicants, fewer than 50 were accepted in
any given year, with 7–9 of 10 institutions accepting 30 or fewer
applicants per year.

Over the last 5 years, the number of institutions reporting 90–
100% of their students were female has increased from one to four.
In fact, only one institution (8%) reported a majority of male stu-
dents at any time over the last 5 years. The remaining institutions
all reported at least a 50–50% distribution of male-to-female
students.

Beginning in 2003, five institutions (42%) reported zero to five
graduates. This trend continued through 2004, with the number of
graduates increasing in 2005 to 5–10 graduates. This figure was
reported by four institutions (33%) in 2005 and 2007. One institu-
tion (8%) reported more than 30 graduates in a given year, 2006.
Additionally, in 2005, one institution (8%) noted 20–30 graduates.
Of the responding institutions, six (50%) tracked their graduates.
Of these, one institution (17%) consistently reported 10–15 of their
graduates working in the field each year from 2003 to 2007. The
remaining institutions who responded (83%) noted between 0 to 5
or 5 to 10 graduates going on to work in the field in each of the
last 5 years.

Six responding institutions (50%) have a thesis option available
to their students but do not require one. Four (33%) require a thesis
to complete the master’s degree. One respondent (8%) has no thesis
option.

A significant majority of responding institutions (75%) responded
that their master’s degree program is comprised of 10–15 courses.
Two responding institutions (17%) require only 5–10 courses, and
one (8%) requires 20–30 courses to complete the master’s degree.

Three institutions (25%) noted that zero to five of the courses
included in the master’s degree were laboratory courses, while
seven (58%) noted their program included 5–10 laboratory courses.
No institutions offered more than 10 laboratory courses as part of
the master’s degree. The lowest number of laboratory courses
offered was two, reported by one institution (8%). Laboratory class
periods varied in length from 1 to 2 h to more than 5 h, with 2–
3 h being the most common. An even distribution was observed
across several of the other laboratory lengths. However, two
respondents (17%) noted 1–2 h, 3–4 h, and more than 5 h.

The institutions were asked to note which courses were prerequi-
sites for their master’s degree program. Only 10 institutions (83%)
responded to this question. Of those 10, 100% require general biol-
ogy, general chemistry, and organic chemistry. Eighty percent
require biochemistry and calculus, while 70% require general phys-
ics and statistics. Only 40% require physical chemistry, and only
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FIG. 4—Forensic-oriented subjects offered in the forensic science majors investigated.
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30% require English. Only one institution (10%) required all
courses listed as prerequisites.

Subjects included as part of the master’s degree varied, although
all questioned subjects were required by at least one institution.
Again, only 10 respondents completed this question. Instrumenta-
tion, general criminalistics, and toxicology were required by 100%
of responding institutions. Microscopy was required by nine institu-
tions (90%) and unavailable at the remaining institution. Ethics was
also required by nine institutions (90%), but was offered as an elec-
tive by the remaining institution. Physical anthropology and acci-
dent reconstruction were the least available, being offered at only
five (50%) and three (30%) institutions, respectively. The results
are summarized in Fig. 6.

Only two of 10 respondents (20%) noted that their institution
required an internship for completion of the master’s degree. These
internships varied in length from 90 h to 10 weeks. One institution
(10%) noted that no credit was available for internships. The
remaining seven institutions (70%) offer credit for internships but
do not require them.

Ten of 10 responding institutions (100%) noted that their pro-
gram was intended for individuals seeking entry into the field. Fifty
percent of institutions also noted their program was appropriate for
individuals already working in the field, or individuals who
intended to pursue a higher degree. No respondents believed that
their degree was appropriate for an individual who intended to pur-
sue teaching, and only one respondent (10%) believed that their
degree was appropriate for individuals interested in management.
Seven of 10 respondents (70%) noted they believed their program
prepared its students for position as mid-level analysts. Six of 10
(60%) responded that their program prepared students for positions
as low-level analysts, while four (40%) stated their program pre-
pared students for positions as technicians. Three of 10 respondents
(30%) responded that they believed their program prepared students
academic posts or positions as high-level analysts. Only one institu-
tion (10%) responded that their program qualified students for
supervisory positions.

Discussion and Conclusion

This study received a favorable response rate of 34%, which is
considered high for this type of survey analysis. Higgins and

Selavka (7) noted a 15% return rate from the surveys used in their
study of graduate programs, and Furton et al. (8) noted a similar
response rate for their survey of crime laboratory directors. The
higher response rate could potentially be attributed to the use of
electronic media for the survey as Furton et al. (8) noted that their
response rate of 15% was ‘‘less than hoped for, but was in keeping
with 10–15% return rate typical for mailed surveys.’’

It is evident from the obtained results that a large variance in
non-FEPAC-accredited forensic science higher education programs
exists. In the bachelor’s degree section of the survey, there was a
substantial degree of variation. A majority of 82% were observed
only in response to three questions: whether or not the program
was accredited (primarily not), what courses were required for this
program (general biology and general chemistry), and who the pro-
gram was intended for (individuals seeking entry into the field).
Despite the fact that the only two subjects which all of the pro-
grams have in common are biology and chemistry, the programs,
requiring several ‘‘hard’’ science courses, provide rigorous scientific
coursework to the participants.

It was observed that subjects included in the bachelor’s and
master’s degrees varied considerably in terms of availability and
whether or not the subject was required. For the bachelor’s
degrees, all subjects included in the survey (criminal justice,
microscopy, instrumentation, toxicology, molecular biology, crime
scene processing, ethics, drug analysis) were required by at least
one institution, and yet, almost all the included subjects were
listed as unavailable at a minimum of one institution (with the
exception of general criminalistics and biochemistry). In the
master’s degree programs, the same subjects were all again
required by at least one institution (instrumentation, criminalistic,
toxicology, molecular biology, ethics, fire debris analysis, drug
analysis, hairs and fibers, microscopy and crime scene processing,
fingerprints, blood spatter analysis, biochemistry) and were more
widely available than in the bachelor’s degree programs. However,
once again, more than half the subjects were unavailable at one
institution or more.

The size and scope of the various programs also seemed to vary
greatly. The number of accepted students varied considerably, with
as few as 0–10 to more than 200 in any given year. The majority
of the faculty members at the surveyed institutions hold a doctoral
degree and are in tenured or tenure-track positions. The level of
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participation to conferences and publication of the faculties at these
institutions is quite high. In addition, the majority of the forensic
programs have dedicated facilities and instrumentation available.
Internships are generally required by the majority of the bachelor’s
programs in order to graduate.

The most continuity observed between programs was in their
student demographics. It was also noticed that over the last 5 years,
the majority of students entering forensic science programs were
female.

The data collected and examined regarding B.S. and M.S. pro-
grams in forensic science tend to show a great variance in pro-
grams in all areas from laboratory facilities, number of faculty,
educational level of faculty members, and instrumentation available.
The mandatory accreditation recommended by the National Associ-
ation of Scientists necessarily would have the effect of creating
more standardized program offerings and would help to ensure the
success of the academic mission of producing more well-trained
practitioners. However, despite the common perception that forensic
science students are not, at the present time, well prepared to serve
the needs of that community because of the uneven standards, such
perception misses the mark. It is noteworthy to mention that despite
the overall variations between the programs, the majority of the
institutions investigated provide the scientific coursework deemed
necessary by laboratory directors (8), faculties with advanced
degrees, and large portions of laboratory hands-on experiences to
the participants. Certainly, mandatory accreditation would assist
laboratory directors and other forensic personnel in their confidence
that graduates of forensic higher education programs have the skills
necessary to contribute to the field at large.
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ABSTRACT: In forensic sciences, the fate of abstracts presented at international meetings has not yet been assessed. The purpose of this study
is to estimate publication ratio and evaluate possible predictors of publication after the 58th edition of the 2006 American Academy of Forensic Sci-
ences annual meeting. Section of the meeting, type of presentation (oral platform or poster), number of authors per abstract and per paper, time span
to publication, countries involved, and journal of publication were tabulated. A total of 623 abstracts were presented, from which 102 were subse-
quently published as a full paper. The overall publication rate was 16.4%, ranging from 3.4% (jurisprudence) to 28.8% (toxicology). The type of pre-
sentation (oral platform or poster) did not significantly affect the outcome of the abstract. However, a higher number of authors, foreign authors, and
international collaboration were found to be good predictive factors of publication.
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Scientific presentations at professional organization meetings pro-
vide a valuable forum for rapid dissemination of latest research and
new knowledge to a large and interested audience (1–4). Meetings
attendees often assume that information contained in an abstract
presentation is of equal value to studies published in peer-reviewed
journals (4). However, peer-reviewed publications allow a more rig-
orous evaluation of the design, methods and conclusions of a paper
than abstract acceptance, as conference scientific committees decide
on abstract acceptance or refusal based on limited information con-
tained in the abstract itself (1,2,5). Although acceptance of an
abstract at the American Academy of Forensic Sciences (AAFS)
meeting is prestigious, publication in a peer-reviewed journal
remains the ultimate validation of research findings. The usefulness
of research reports presented in abstract form at scientific meetings
is a concern (3,6).

A possible measurement of quality of abstracts presented in sci-
entific meetings is the abstract to publication ratio, representing the
proportion of abstracts published in peer-reviewed journals (5,7).
This ratio has been studied for several international meetings, rang-
ing from 8.5% to 78% (2–5,8–20).

In forensic sciences, the fate of abstracts presented at interna-
tional meetings has not yet been evaluated. The aim of this study
is to estimate publication ratio and time span to publication as well
as to appraise possible predictors of publication for forensic sci-
ences meetings.

Materials and Methods

The AAFS meeting was chosen for this study as in our opinion,
it represents one of the most important international meetings in
forensic sciences. All abstracts of the 58th edition of the 2006
AAFS annual meeting, in Seattle, were searched in the PubMed
database of the National Library of Medicine for subsequent corre-
sponding published paper in peer-reviewed journals. The search in
PubMed was performed using multiple strategies, beginning with
the lead author and then, if necessary, combinations of co-authors,
title, and keywords. Papers found on PubMed were closely com-
pared to the proceeding abstracts to confirm correspondence of
both. The complete abstract search was done by an undergraduate
student. Two forensic experts then double-checked the search, one
reviewing 10% of abstracts and the other reviewing all published
abstracts and 10% of unpublished ones. For a few problematic
abstracts, full-length articles were screened by the three judges and
a consensus decision was achieved. Furthermore, abstracts from
three sections of the AAFS meeting, namely engineering sciences,
jurisprudence, and questioned documents, were also searched
through the FORS Forensic Bibliographic Database. Finally, for all
published and unpublished abstracts, the following variables were
compiled: section of the meeting, type of presentation (oral plat-
form or poster), number of authors per abstract and per paper, time
span to publication, countries involved, and journal of publication.
The reported data were statistically analyzed using the SPSS Statis-
tics 17.0 software.

Results

For the 58th edition of the 2006 AAFS annual meeting, 623
abstracts were presented at the meeting, from which 102 were
subsequently published as a full paper in a peer-reviewed journal.
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The majority of those papers were published in the AAFS’s journal,
the Journal of Forensic Sciences (64.7%).

Publication Ratio

The overall publication rate was 16.4%, ranging from 3.4% (for
the Jurisprudence section) to 28.8% (for the Toxicology section).
Table 1 illustrates detailed results for each section of the meeting.
Although Criminalistics ranged second considering the publication
rate (21.8%), in absolute number, it published more papers than all
other sections. Of the 38 papers published by the Criminalistics
section, about half were directly or indirectly related to DNA or
RNA (21 papers), whereas the other half were not (17 papers).

Type of Presentation

In general, oral presentations were more likely to be later pub-
lished than poster presentations, with respective publication ratios
of 17.2% and 14.6% (Table 2). However, this difference was not
statistically significant (p = 0.4219). The only exception appeared
in the Physical Anthropology section, with a statistically significant
difference for the publication ratios of oral (18.9%) and poster
(3.2%) presentations.

Number of Authors

Overall, the average number of authors per abstract was of 2.9.
This number of authors per abstract was higher for published

abstracts (3.7) compared to unpublished ones (2.7) (Table 3). This
difference was statistically significant (p = 0.0001).

Time Span to Publication

The time span to publication averaged 10 € 9 months (Table 4).
Among the published articles, 13% were published before the
AAFS conference, 52% were published within a year, and 75%
within 1.5 years.

Countries Involved and International Collaboration

As expected, American authors outnumbered foreigners at this
American meeting (USA 76%, other countries 20%, and interna-
tional collaboration 4%). Publication ratio, however, was highest
for abstracts written in international collaboration (37%), followed
by abstracts from non-USA authors (21%), whereas USA authors
presented the lowest publication rate (14%) (Table 5). Statistical
analysis revealed a strong association between the geographic
source and the publication ratio (p = 0.0021; non-USA vs. USA
p = 0.0538, international collaboration vs. USA p = 0.0012). Publi-
cation rates for non-USA countries are compared in Table 6.

Discussion

Since the 1950s, scientists have been noticing that not more than
half of the papers presented at scientific meetings are ultimately

TABLE 1—Publication ratio.

Meeting
Abstracts

Published
Abstracts

Publication
Ratio (%)

AAFS meeting—all sections 623 102 16.4
Criminalistics 174 38 21.8
Engineering sciences 37 3 8.1
General 54 5 9.3
Jurisprudence 29 1 3.4
Odontology 46 9 19.6
Pathology ⁄ biology 107 17 15.9
Physical anthropology 84 11 13.1
Psychiatry & behavioral science 16 1 6.3
Questioned documents 24 2 8.3
Toxicology 52 15 28.8

AAFS, American Academy of Forensic Sciences.

TABLE 2—Publication ratio in relation to type of presentation.

Publication Ratio (%)

Oral Poster p

AAFS meeting—all sections 17.2 14.6 0.4219
Criminalistics 23.6 18.8 0.4512
Engineering sciences 8.3 – 0.7633
General 8.1 11.8 0.6636
Jurisprudence 3.7 – 0.7819
Odontology 19.5 20.0 0.9792
Pathology ⁄ biology 21.2 7.3 0.0559
Physical anthropology 18.9 3.2 0.0403
Psychiatry & behavioral science 7.1 – 0.6963
Questioned documents 9.5 – 0.5766
Toxicology 23.1 34.6 0.3585

AAFS, American Academy of Forensic Sciences.

TABLE 3—Average number of authors.

Meeting
Abstract

Unpublished
Abstract

Published
Abstract

AAFS meeting—all sections 2.9 2.7 3.7
Criminalistics 3.4 3.1 3.8
Engineering sciences 2.1 2.0 3.3
General 2.3 2.2 2.8
Jurisprudence 1.8 1.6 6.0
Odontology 2.4 2.1 3.0
Pathology ⁄ biology 3.2 3.0 4.2
Physical anthropology 2.5 2.5 2.7
Psychiatry & behavioral science 3.3 3.2 4.0
Questioned documents 2.3 2.4 1.0
Toxicology 3.5 3.4 4.7

AAFS, American Academy of Forensic Sciences.

TABLE 4—Time span to publication.

Number of Months
to Publication

(average € standard
deviation)

AAFS meeting—all sections 10 € 9
Criminalistics 8 € 9
Engineering sciences 8 € 1
General 16 € 6
Jurisprudence 11*
Odontology 7 € 7
Pathology ⁄ biology 12 € 10
Physical anthropology 12 € 9
Psychiatry & behavioral science 21*
Questioned documents 11 € 8
Toxicology 13 € 10

*Only one published paper for this section.
AAFS, American Academy of Forensic Sciences.
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being published as full-text articles in peer-reviewed journals
(21,22). Hence, quality evaluation and outcome of scientific meet-
ings have become an increasing topic of interest bringing diverse
medical specialties to evaluate the fate of their research.

Publication Ratio

The AAFS publication rate was 16%. The majority of published
papers appeared in the Journal of Forensic Sciences. This comes
as no surprise because the policy of AAFS is to request presenters
to submit their papers for publication in the Journal of Forensic
Sciences within 6 months of the meeting.

Publication ratios have been studied for several scientific meet-
ings outside forensics (Table 7). Those ratios are highly variable
from one scientific organization to the next, ranging from 8.5% to
78%. Almost all those studies, however, presented a publication
ratio of more than 30%. The AAFS publication rate of 16% is
therefore much more inferior to what was expected. The reasons
underlying the observed lower publication ratio in forensics as
compared with the other medical specialties are difficult to explain.
A survey sent to the abstracts’ authors could have been an interest-
ing approach, revealing specific reasons for the nonpublication as
full-paper articles. Nevertheless, it remains a necessity, as a scien-
tific field, to improve this publication ratio. Generally, it has been
emitted that the reasons for the nonpublication of abstracts are mul-
tifactorial, habitually depending on the author’s resources (whether
financial, human, etc.) or his behavior (as in studies providing neg-
ative or statistically nonsignificant results are less encouraging to
publish), the quality of abstracts (some abstracts may not fit higher
requirements of the journal reviewers), and mostly lack of time to
achieve a full-text article after the meeting (1–4,9).

One factor is probably important in explaining the low publica-
tion rate at the AAFS compared to other scientific meetings: the
fraction of academic presenters at the AAFS is probably on the
low side compared to other meetings compiled in Table 7. Acade-
mia provides powerful incentives for peer-reviewed publication,
almost to the extent of ‘‘publish or perish.’’ Private practice forensic
scientists (psychiatrists, questioned document examiners, engineers)
and public sector medical examiners and laboratory offer no
rewards for publication. In keeping with that, it is interesting to
note that in this study, the sections with the highest publication
rates are mostly those with higher academically based members.

The lack of incentives for publication may therefore be a major
factor in the low publication rates at the AAFS. On the other hand,
there are several incentives for presentation. AAFS (and its sec-
tions) creates incentives to present at the annual meeting through
promotion criteria. Furthermore, some certification bodies (like
ABC) award points toward recertification for these presentations.
Doctors, dentists, and lawyers can get continuing education credits
toward maintenance of certification in the same way. Agencies
which pay to send people to meetings also often require that a
presentation be given to justify the costs. Unfortunately, these
incentives do not carry over to converting the presentations to
peer-reviewed publication. To help our field of science to continue
to grow and develop, it may be useful that some incentives to
publications are put in place.

Type of Presentation

At the AAFS meeting, the type of presentation does not seem to
be a predictor of publication. Indeed, there was no statistical differ-
ence between the publication ratio of oral (17.2%) and poster
(14.6%) presentations. This is in keeping with a previous study,
conducted by Ng et al. (2) following an American Urological Asso-
ciation meeting, revealing that podium presentations are not more
likely to be published. However, a study by Gilbert and Pitkin (1),
after a Society for Maternal-Fetal Medicine meeting, differs from
the prior assertion and effectively identifies plenary session

TABLE 5—Countries involved and their publication ratio.

Meeting
Abstract

Unpublished
Abstract

Published
Abstract

AAFS—all sections
USA 472 406 (86.0%) 66 (14.0%)
Non-USA 124 98 (79.0%) 26 (21.0%)
International collaboration 27 17 (63.0%) 10 (37.0%)

Criminalistics
USA 147 118 29
Non-USA 20 16 4
International collaboration 7 2 5

Engineering sciences
USA 25 24 1
Non-USA 10 8 2
International collaboration 2 2 0

General
USA 42 40 2
Non-USA 10 8 2
International collaboration 2 1 1

Jurisprudence
USA 24 24 0
Non-USA 5 4 1
International collaboration 0 0 0

Odontology
USA 28 26 2
Non-USA 16 10 6
International collaboration 2 1 1

Pathology ⁄ biology
USA 66 57 9
Non-USA 34 27 7
International collaboration 7 6 1

Physical anthropology
USA 67 60 7
Non-USA 12 9 3
International collaboration 5 4 1

Psychiatry & behavioral science
USA 13 12 1
Non-USA 2 2 0
International collaboration 1 1 0

Questioned documents
USA 18 16 2
Non-USA 6 6 0
International collaboration 0 0 0

Toxicology
USA 42 29 13
Non-USA 9 8 1
International collaboration 1 0 1

AAFS, American Academy of Forensic Sciences.

TABLE 6—Non-USA countries involved and their publication ratio.

Meeting
Abstract

Published
Abstract

Publication
Ratio (%)

Canada 28 3 10.7
Italy 20 2 10.0
China 14 1 7.1
United Kingdom 12 5 41.7
France 8 3 37.5
Netherlands 7 2 28.6
Switzerland 5 4 80.0
Australia 5 2 40.0
Germany 4 1 25.0
Belgium 3 3 100.0
Other Countries 18 0 –
Total 124 26 21.0
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presentations as a predictor of further publication compared to slide
or poster presentations with an odds ratio of 2.57. Therefore, it
seems that the predictive value of oral versus poster presentation
differs depending on the medical specialty and the meeting. Con-
sidering the publication ratio as a marker of quality, poster and oral
presentations seem to be of similar value at the AAFS meeting.

Number of Authors

In the last 25 years, the average number of authors per article
has doubled in North-American forensic science (23). This signifi-
cant augmentation in the average number of authors per article is
not specific to our field. In fact, this seems to be a generalized
trend in science, as demonstrated by Shaban (24) in a study of
authorship in prestigious journals from 1950 to 2005: the number
of authors per article increased over time in a linear fashion while
the number of single-author articles decreased. Several authors have
discussed the ethical issues related to this situation, with particular
attention toward the problem of gift and ghost authorship (23,25–
27).

In this study, the average number of authors in published
abstracts (3.7) clearly surpassed the one for unpublished abstracts
(2.7), suggesting this factor holds a positive effect on publication
ratio. Indeed, working in teams may increase the productivity of
research, permitting an adequate share-out of the work and a pool-
ing of skills and resources. As far as we know, this study is the
first of its type to ever consider the number of authors as a predic-
tor of publication. Although we fully agree that the increase in the
number of authors in the recent decades raises several important
ethical questions, team work is an important aspect of science that
should not be discouraged.

Time Span to Publication

Furthermore, previous authors have noted that the abstracts ulti-
mately published in indexed journals are majorly in print with an
average time course of 9.5 months and within 4 years of abstract
presentation (20,28–32). Following the AAFS conference, 75% of
the abstracts were published in a peer-reviewed journal within

1.5 years, with a mean time lag of 10 months after presentation.
This data proves to be concordant with the other medical fields.
Nonetheless, the relatively shortness of our follow-up period since
the presentation of abstracts at the AAFS meeting in February
2006 may lead to a minor underestimation of the publication ratio.
As already mentioned, a further small but significant quota of arti-
cles is published 2–4 years after a scientific meeting (1,4).

Countries Involved and International Collaboration

In this study focusing on an American meeting, 75.8% of
abstracts were presented by USA authors, with a lower publication
ratio for these local authors (14%) compared to foreigners (21%).
This tendency for local authors presenting more abstracts yet gener-
ating a lower publication ratio was also observed in a previous
study by Miguel-Dasit et al. (3) in a European radiologic meeting,
Europeans were proportionately more represented among abstract
presenters but had a lower publication ratio than American authors.

International collaboration has been proven to be an efficient
mean to advance research and to enhance publication capacity
(3,23,33). In keeping with the latter, a high rate of subsequent
publication for abstracts presented in an international collaboration
setting was noticed in this study (37.0% compared to 14% for
USA-only authors). Therefore, international collaboration seems an
effective predictor of publication outcome.

Study Limitation

This study is the first to study the fate of abstract in forensic sci-
ences. Further studies are needed before a good picture of our sci-
ence field could be drawn and compared to our scientific fields.
This study has some selection bias that also needs consideration.
The AAFS was chosen but other forensic meetings should be stud-
ies as well. The 2006 meeting may not have been representative of
all other AAFS meetings. Furthermore, as the assessment of the
publication status was mainly accomplished consulting the PubMed
browser, articles published in journals not included in the Medline
database were initially ruled as unpublished. For this reason, an
improved research strategy was adopted by the authors who

TABLE 7—Comparative publication ratio of other scientific organizations.

Reference Scientific Organization Year(s) Publication Ratio (%)

19 Journ�es FranÅaises de Radiologie (JFR96) 1996 8.5
18 American Society of Health System Pharmacists (ASHP) 1994 11
17 North American Congress of Clinical Toxicology (NACCT) 2001 24.1
4 Radiological Society of North America (RSNA) 1993 33
9 American Academy of Orthopaedic Surgeons 1996 34.2
5 Royal Australian and New Zealand College of Radiologists (RANZCR) 1996–1999 35
4 American Society of Neuroradiology (ASNR) 1993 37
2 American Urological Association (AUA) 1998–2000 37.8
3 European Congress of Radiology (ECR) 2000 39

15 North American Spine Society (NASS) 1990–1992 40
12 European Society of Anaesthesiologists (ESA) 1995 42.2
8 Society for Academic Emergency Medicine (SAEM) 1991 45

10 Paediatric Orthopaedic Society of North America (POSNA) 1991–1994 45
13 Perinatal Society of Australia and New Zealand (PSANZ) 1997 45
15 International Society for the Study of the Lumbar Spine (ISSLS) 1991–1993 45
15 Scoliosis Research Society (SRS) 1991–1993 47
16 Arthroscopy Association of North America (AANA) 1991–1993 50.9
11 American Pancreatic Association (APA) 1994–1995 54.3
11 European Pancreatic Club (EPC) 1994–1995 59.7
16 American Orthopaedic Society for Sports Medicine (AOSSM) 1990–1993 68.1
14 Otorhinolarygological Research Society (ORS) 1978–1995 69.09
20 American Society of Clinical Oncology (ASCO) 1984 78

Average publication ratio 41.7
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consulted the FORS Forensic Bibliographic Database for three
sections of the AAFS meeting, namely engineering sciences,
jurisprudence, and questioned documents. An additional published
article in engineering sciences was found through this search motor,
proving the presence of a minor selection bias.

Conclusion

Forensic scientists are encouraged to publish their findings, as
abstracts that fail to attain subsequent publication remain valueless
in forensic sciences, their data being hardly accessible and of dubi-
ous validity owing to lack of rigorous peer-review. As good predic-
tors of publication are a higher number of authors and international
collaboration, authors are incited to work in teams, locally and
internationally, to increase the productivity of research. Research
teams must be careful, however, to avoid gift authorship.
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Root Morphology and Anatomical Patterns in
Forensic Dental Identification: A Comparison
of Computer-Aided Identification with
Traditional Forensic Dental Identification*

ABSTRACT: An online forensic dental identification exercise was conducted involving 24 antemortem–postmortem (AM–PM) dental radiograph
pairs from actual forensic identification cases. Images had been digitally cropped to remove coronal tooth structure and dental restorations. Volunteer
forensic odontologists were passively recruited to compare the AM–PM dental radiographs online and conclude identification status using the guide-
lines for identification from the American Board of Forensic Odontology. The mean accuracy rate for identification was 86.0% (standard deviation
9.2%). The same radiograph pairs were compared using a digital imaging software algorithm, which generated a normalized coefficient of similarity
for each pair. Twenty of the radiograph pairs generated a mean accuracy of 85.0%. Four of the pairs could not be used to generate a coefficient of
similarity. Receiver operator curve and area under the curve statistical analysis confirmed good discrimination abilities of both methods (online exer-
cise = 0.978; UT-ID index = 0.923) and Spearman’s rank correlation coefficient analysis (0.683) indicated good correlation between the results of
both methods. Computer-aided dental identification allows for an objective comparison of AM–PM radiographs and can be a useful tool to support a
forensic dental identification conclusion.

KEYWORDS: forensic science, forensic identification, forensic odontology, dental radiography, ImageTool, UT-ID Index

Forensic dental identification plays an important role in establish-
ing the identity of unknown decedents because of the individuality
of dental patterns, the resiliency of dental structures to withstand
extreme conditions, and the accessibility of AM dental records (1–
4). Dental comparisons are utilized for victim identification follow-
ing multiple fatality incidents including the September 2001 terror
attacks and the 2005 Hurricanes Katrina and Rita. In Thailand, fol-
lowing the 2004 Indian Ocean tsunami, c. 80% of the non-Thai
victims were identified by dental information (5,6). Forensic dental
identification can be an important identification method in smaller-
scale cases, which involve single or multiple fatalities including
motor vehicle crashes, smaller-scale airplane crashes, structural
fires, and whenever decomposed or skeletonized bodies are found
(7).

Human identification using forensic odontology is a reliable and
efficient method but is contingent on the individual nature of dental
and anatomical features compared between antemortem (AM) and
postmortem (PM) radiographs. Identification is more challenging in

cases in which either no AM dental restorations exist or no PM
restorations remain after events resulting in fragmentation or pro-
longed extreme heat exposure. Root morphology, bone trabecular
patterns, sinus morphology or other distinctive radiographic charac-
teristics can be useful anatomical features for comparisons in these
cases. There is limited research using identification cases in which
either restorations are not present or coronal structures are missing
PM and cannot be compared for identification.

Sholl (8) conducted a comparison study using dental radiographs
from dried skulls. The success rates for matching the dental radio-
graphs with no dental restorations varied from 63.6% to 100%, and
participants believed that root morphology and alignment had been
the greatest aid to matching and not crown morphology. A Web-
based study that evaluated dental identification error rates when
forensic odontologists compared radiographs from actual forensic
dental identification cases determined an overall mean accuracy of
85.5%, and researchers concluded that comparing digital radio-
graphs via the internet was a valid, accurate, and reliable method
(9).

Digital subtraction radiography involves the superimposition of
registered radiographs and pixel by pixel subtraction of gray scale
values allowing for quantification of image similarity. Digital sub-
traction radiography can be effectively used in dentistry to evaluate
radiographic changes in periodontal bone height, endodontic
lesions, external root resorption, and other radiographically detect-
able pathologies (10–13). Subtraction radiography can also be used
to compare dental films for identification purposes (14,15).
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Lehmann (16) determined that cross covariance coefficient (CCC)
was an appropriate statistical tool when used with digital subtrac-
tion radiographic comparisons. UTHSCSA ImageTool Version 3.0
(developed at the University of Texas Health Science Center at
San Antonio, Texas) is a general purpose digital imaging and anal-
ysis software program. ImageTool with UT-ID plugin compares
dental radiographs by registering to correct for differences in pro-
jection geometry and digitally subtracting the images. UT-ID gener-
ates a normalized coefficient of similarity (UT-ID Index), which is
based on the CCC. Flint (17) determined that there was a signifi-
cant difference in UT-ID Index values between images taken at dif-
ferent times from the same individual and those from different
individuals, and that the UT-ID Index thresholds for positive identi-
fication varied by dental region. Clinical trials using actual forensic
cases are needed to investigate both the usefulness of subtraction
radiography as well as the error rates for traditional visual identifi-
cation by forensic odontologists, especially in difficult cases that
contain no dental restorations.

Methods

Twenty-four pairs of AM–PM dental periapical radiographs were
randomly selected from actual forensic dental identification cases
completed at the Bexar County Forensic Sciences Center, San
Antonio, Texas between the years 1999 and 2008. These consisted
of sixteen positive identification pairs (radiographs originated from
the same person) and eight exclusion pairs (radiographs originated
from different persons). The original radiographs included a mix-
ture of analog and digital formats, and for those cases that original
analog films were still available the films were digitized using an
Epson flatbed scanner at a resolution of 300 pixels per inch. Per-
sonal information was redacted, radiograph images were assigned a
random number and all images were saved in both Joint Photo-
graphic Experts Group (JPEG) and Tagged Image File (TIF) digital
formats. Using Adobe Photoshop CS3, dental coronal structures
and dental restorations were cropped from the radiographs (see
Fig. 1). A Web-based forensic dental identification exercise was
constructed and hosted by HostedTest� (http://www.hosted-
test.com; Irvine, CA). Anonymous data was collected from the vol-
unteers who participated (see Table 1). Respondents were asked to
complete the exercise a second time after a 1 month washout
period to test for intra-examiner reliability using a respondent-

generated ten character password to match the first and second
scores. Each case was represented by one AM and one PM radio-
graph (see Fig. 2). The 24 AM–PM radiograph pairs were pre-
sented in random order for each participant, and the participants
were asked to conclude identification status based on the guidelines
of the American Board of Forensic Odontology (see Table 2,
http://www.abfo.org). For purposes of this study, ‘‘Positive’’ and
‘‘Possible’’ responses were pooled and equally weighted, while
‘‘Insufficient Evidence’’ responses were disregarded. Approximately
750 invitations requesting volunteers to participate in the online
exercise were sent by e-mail to members of the American Society
of Forensic Odontology, the British Columbia Forensic Odontology
Response Team and other professional contacts.

The same images were analyzed using ImageTool Version 3.0
with UT-ID plugin. Analysis of the radiograph pairs was performed
on a Toshiba Satellite notebook computer using Windows Vista

FIG. 1—Uncropped and cropped antemortem–postmortem radiograph
pair.

TABLE 1—Respondent data collected for online comparison exercise.

Category Options

Profession Dentist
Hygienist
Dental assistant
Other (specify)

Experience in forensic
dental identification

25 or more identifications
5–24 identifications
1–4 identifications
None

Country of residence (Specify)

FIG. 2—Sample screenshot from online comparison exercise.
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Ultimate operating system. Each pair of AM–PM radiographs was
adjusted for similar resolution and pixel matrix. Using ImageTool
UT-ID plugin, the radiographs were then registered to correct for
varying projection geometries prior to subtraction radiography and
pixel by pixel image comparison techniques to determine the UT-
ID index score (see Fig. 3). Ten trials were performed for each
radiograph pair to generate a mean UT-ID index score and standard
deviation. Each radiograph was also compared against itself for
UT-ID Index score.

Results

One hundred and ninety-nine volunteers from eleven different
countries responded to the online comparison exercise (see
Table 3). One hundred and forty-seven were dentists (73.9%) (see
Table 4). A wide range of experience levels was represented rang-
ing from no experience to 25 or more previously completed foren-
sic dental identifications (see Table 5). Seventy of the respondents
(35.2%) were dentists, who had completed 25 or more forensic
dental identifications. The mean accuracy for all experience levels
combined was 86.0% (standard deviation 9.2%) with a sensitivity
of 85.9% (SD 14.6%) and a specificity of 86.1% (SD 14.7%) (See
Table 6). Kruskal–Wallis analysis of variance (ANOVA) found no
statistically significant differences in the mean accuracy scores of

the four experience levels. Thirty-nine respondents completed the
exercise a second time with a congruence of the first and second
answers of 87.4%. Receiver operator curve (ROC) was plotted and
the area under the curve (AUC) calculated at 0.978.

UT-ID Index scores were generated for 20 of the 24 radiograph
pairs but could not be generated for four of the radiograph pairs
because of several factors including poor image quality and widely
disparate projection geometries. In total, 13 ‘‘True Positive’’ pairs
and 7 ‘‘True Exclusion’’ pairs were used. Mean UT-ID Index
scores for the ‘‘True Positive’’ pairs was 0.763 (SD 0.135) and for
the ‘‘True Exclusion’’ pairs was 0.427 (SD 0.225). Using the UT-
ID Index threshold levels for positive identification as suggested by
Flint (17) (see Table 7), sensitivity was 53.8% and specificity was
100%. However, considering the proposed threshold for positive
identification for mandibular premolars is 0.650 and that for man-
dibular molars is 0.800 and given the close anatomical proximity
of these regions such that a posterior mandibular periapical radio-
graph could contain both premolars and molars, when the proposed
threshold for both mandibular areas is set at 0.700, sensitivity is
76.9% (three fewer false negatives) while specificity remains
unchanged at 100%. This represents a mean accuracy of 85.0%.
ROC was plotted and the AUC calculated at 0.923. When each
radiograph was compared against itself, UT-ID Index scores of
1.00 were consistently achieved.

Discussion

The mean accuracy of 86.0% (SD 9.2%) for odontologists com-
paring cropped radiograph pairs online compares well with the
previous online identification exercise by Pretty (9) in which
respondents compared multiple AM–PM films from each identifica-
tion case and had a mean accuracy of 85.5%. In this study, no sig-
nificant difference in the mean accuracy scores was detected
between all experience levels indicating dental knowledge was not

TABLE 2—Conclusion levels available to the participants.

Level Description

Positive
Identification

Antemortem (AM) and postmortem (PM)
evidence are from the same individual

Possible
Identification

AM and PM evidence have consistent features,
but owing to quality of evidence it is not possible
to conclude a positive identification

Exclusion AM and PM evidences are clearly inconsistent

FIG. 3—Sample screenshot from ImageTool UT-ID. (Left—antemortem; Right—postmortem; Bottom Center—Subtracted image).
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the primary factor in determining an identification conclusion. This
can be partly explained by the fact that as all coronal and restor-
ative information was cropped from the AM-PM radiograph pairs,
the comparisons were essentially based on pattern recognition and
not knowledge of dental restorations. When respondents answered
‘‘Positive Identification’’, the mean accuracy was 97.3% (SD
4.9%), but when respondents answered ‘‘Possible Identification,’’

the mean accuracy was 89.1% (SD 14.0%) indicating a positive
correlation between conclusion confidence and accuracy (See
Table 6). When respondents answered ‘‘Exclusion,’’ mean accuracy
was 76.4% (SD 15.6%) indicating a higher rate of False Negatives
(lower negative predictive value) than False Positives.

The online exercise generated a response rate of c. 27% indicat-
ing that e-mail invitation and anonymous online participation is an
effective method to recruit participants. A limitation of this Web-
based comparison study is that as respondents used their own per-
sonal computers, screen size and quality would have varied between
participants and may have affected response results. In addition, the
images posted for comparison were static and the respondents could
not magnify, brighten or otherwise digitally assist the radiograph
image quality to improve the comparison. This differs from an
actual dental identification in which the forensic odontologist has
access to digital imaging software to select image contrast, bright-
ness, and magnification to enhance comparison. Further studies are
needed using standardized digital media for all participants.

Results from 20 of the 24 AM–PM radiograph pairs were used
to compare the online exercise responses with ImageTool UT-ID
Index scores (see Tables 8 and 9, Fig. 4). Mean accuracy scores
were similar between both methods, but ImageTool UT-ID had
greater specificity and poorer sensitivity than odontologists compar-
ing the same pairs online. ROC AUC results indicate good discrim-
ination ability of both the online respondents and ImageTool with
UT-ID plugin. Spearman’s rank correlation coefficient (0.683) indi-
cates good correlation between the results of both methods.

Four of the radiograph pairs could not be used for comparison
revealing the limitations of the ImageTool UT-ID algorithm. Sev-
eral strict parameters are required prior to image comparison in
order for ImageTool to generate a UT-ID Index score. Images must
be of similar pixel array (most images were cropped to about
600 · 400 pixels at 300 ppi) with similar diagnostic quality con-
trast. Projection geometries must be within an acceptable range as
widely disparate projection geometries between the AM and PM
images introduces greater error to the UT-ID Index calculation.

TABLE 3—Respondents by country.

Country Number Respondents Percent

USA 134 67.3
Canada 50 25.1
New Zealand 4 2.0
Belgium 3 1.5
Switzerland 2 1.0
France 1 0.5
Ireland 1 0.5
England 1 0.5
Taiwan 1 0.5
Japan 1 0.5
Australia 1 0.5

TABLE 4—Respondents by profession.

Country Number Respondents Percent

Dentist 147 73.9
Hygienist 23 11.6
Dental Assistant 22 11.1
Dental Receptionist 3 1.5
Coroner 1 1.0
Forensic lab Tech 1 0.5
Office Manager 1 0.5
Student Intern 1 0.5

TABLE 5—Experience level of respondents (number of forensic dental
identifications performed).

Number of
Identifications

Number of
Respondents

Percent of Total
Respondents (%)

25 or more 74 37.2
5–24 40 20.1
1–4 34 17.1
None 51 25.6
Total 199 100

TABLE 6—Mean accuracy by respondent answer (online exercise).

Respondent Answer Mean Accuracy (%) Standard Deviation (%)

Positive ID 97.3 4.9
Possible ID 89.1 14.0
Exclusion 76.4 15.6
Total mean accuracy 86.0 9.2

TABLE 7—Proposed UT-ID Index thresholds for positive identification
[Flint (17)].

Oral region UT-ID Index

Maxillary molar 0.750
Maxillary premolar 0.775
Maxillary anterior 0.700
Mandibular premolar 0.650
Mandibular molar 0.800
Mandibular incisor 0.725

TABLE 8—Comparison online responses and UT-ID Index.

AM–PM
Radiograph Pair

Online Result
(% Correct)

UT-ID Index
(Std Dev)

1 (Positive) 76.0 0.707 (0.0231)
2 (Positive) 55.8 0.746 (0.0375)
3 (Exclusion) 78.9 0.611 (0.0735)
4 (Exclusion) 57.4 0.167 (0.0661)
5 (Positive) 75.4
6 (Positive) 95.2 0.527 (0.0408)
7 (Exclusion) 91.6
8 (Positive) 90.5
9 (Positive) 53.4 0.838 (0.0476)
10 (Positive) 95.8 0.914 (0.0295)
11 (Positive) 65.4 0.667 (0.0090)
12 (Positive) 86.5 0.813 (0.0461)
13 (Exclusion) 90.6 0.118 (0.0775)
14 (Exclusion) 34.9 0.657 (0.2010)
15 (Exclusion) 81.3 0.502 (0.0988)
16 (Positive) 73.3
17 (Positive) 81.2 0.832 (0.0230)
18 (Exclusion) 94.7 0.317 (0.0651)
19 (Positive) 78.0 0.786 (0.0294)
20 (Positive) 73.4 0.910 (0.0411)
21 (Positive) 90.2 0.802 (0.0569)
22 (Positive) 15.7 0.486 (0.0315)
23 (Exclusion) 96.3 0.619 (0.1170)
24 (Positive) 68.8 0.886 (0.0156)

AM–PM, antemortem–postmortem.
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The same four nonvariant, coplanar points must be clearly identifi-
able on both AM and PM images. Common features used include
root tip apices and interproximal cemento-enamel junctions. These
points are used to register the images to correct for slight differ-
ences in projection geometry. Inability to clearly identify all four
points in both films (because of poor image quality or overlapping
anatomical structures) introduces error into UT-ID calculation.
Other factors that appeared to hinder UT-ID Index calculation
included excessive image compression (as when a lossy format file
such as JPEG is repeatedly opened and saved) and digitization of
an analog radiograph by means of unscaled digital photography or
scanning with uncalibrated equipment with resultant loss of scale.

In consideration of both Daubert standards and recent recom-
mendations from the National Academy of Sciences (NAS) (18),
the criteria on which forensic conclusions are based should include
objective measurements with established error rates. ImageTool
with UT-ID plugin can quantify image similarity between AM and
PM dental radiographs from actual forensic cases supporting the
identification conclusion of a forensic odontologist comparing the
same radiograph pairs by traditional visual means. This fulfills
some of the Daubert and NAS standards. Owing to factors that
impede the calculation of a UT-ID Index score (such as excessive
image compression, widely disparate projection geometries and lack
of common, nonvariant anatomical structures), traditional visual
identification is more reliable on a wider range of AM–PM image
pairs than comparison with ImageTool UT-ID.
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TABLE 9—Comparison online responses and UT-ID Index. (results from 20
AM–PM radiograph pairs)

Online (Std Dev) UT-ID Index

Mean accuracy 84.8% (9.7%) 85.0%
Sensitivity 85.1% (15.0%) 76.9%
Specificity 84.4% (16.4%) 100.0%
ROC AUC 0.978 0.923
Spearman’s Rank CC (q) 0.683

AM–PM, antemortem–postmortem; ROC, receiver operator curve; AUC,
area under the curve.

FIG. 4—Results comparison for antemortem–postmortem radiograph pair
#17.
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Age Estimation from the Teeth Using a
Modified Demirjian System*

ABSTRACT: The estimation of age at time of death is often an important step in the identification of human remains. The purpose of this study
was to test the applicability of the Demirjian system on a sample of the Sydney child population and to develop and test age-prediction models using
a large sample of Sydney children (1624 girls, 1637 boys). The use of the Demirjian standards resulted in consistent overestimates of chronological
age in children under the age of 14 by as much as a mean of 0.99 years. Of the alternative predictive models derived from the Sydney sample, those
that provided the most accurate age estimates are applicable for the age ranges 2–14 years, with R-square = 0.94 and a 95% confidence interval of
€1.8 years. The Sydney-based standards provided significantly different and more accurate estimates of age for that sample when compared to the
published standards of Demirjian.

KEYWORDS: forensic science, age estimation, dental development, Demirjian, forensic odontology, scoring system

The estimation of age at time of death is an important step in
the identification of human remains. If age at time of death can be
estimated accurately, it will significantly narrow the field of possi-
ble identities that may have to be compared to the remains to
establish a positive identification.

Over the years, many authors have realized the utility of systems
of age estimation based upon the actual development of the teeth.
As early as 1935, Schour and Hoffman (1) found that the pattern
of calcification of the dentition under normal conditions acts as a
reliable indicator of the pattern of growth, shortly after which the
pattern of dental development was used to estimate age (2).

It was the relative consistency of the pattern of tooth develop-
ment that contributed to the widespread use of dental development-
based age-estimation systems (3–5). It is well established that the
progressive cusp-to-apex calcification pattern of teeth surpasses all
other anthropological and forensic methods of estimating chrono-
logical age in children under the age of 14 (6). Demirjian had theo-
rized that while the pattern of development remains reasonably
consistent between populations, the rate of development varies
somewhat from region to region (7,8).

While most researchers have sought to develop age-estimation
systems based on dental development (2,7,9–15), others have sim-
ply sought techniques to predict a level of maturity of an individual
relative to an average (or expected) level of development for a
given age (16–19). While it was the intent of this latter group of
authors to provide norms for the ages of attainment of specific
stages of tooth development and root resorption, their results have

been widely used in reverse to estimate chronological age from a
given stage of dental development.

Demirjian et al. (7) sought to develop a method of estimating
dental maturity based upon consideration of stage of development
in each tooth present in the jaws of selected subjects. Their intent
was to develop charts that would allow for the conversion of dental
maturity scores to estimates of subject age and that these estimates
could be used in clinical and forensic settings to determine chrono-
logical age. Their method, which refers to eight tooth

TABLE 1—Age distribution of cases in the Sydney sample.

Years

Female Male Total

n (%) n (%) n (%)

0–2.4 37 (1.1) 62 (1.9) 99 (3.0)
2.5–3.4 90 (2.8) 114 (3.5) 204 (6.3)
3.5–4.4 107 (3.3) 106 (3.3) 213 (6.5)
4.5–5.4 109 (3.3) 123 (3.8) 232 (7.1)
5.5–6.4 86 (2.6) 80 (2.5) 166 (5.1)
6.5–7.4 103 (3.2) 118 (3.6) 221 (6.8)
7.5–8.4 101 (3.1) 117 (3.6) 218 (6.7)
8.5–9.4 103 (3.2) 150 (4.6) 253 (7.8)
9.5–10.4 114 (3.5) 140 (4.3) 254 (7.8)
10.5–11.4 92 (2.8) 110 (3.4) 202 (6.2)
11.5–12.4 102 (3.1) 83 (2.5) 185 (5.7)
12.5–13.4 86 (2.6) 66 (2.0) 152 (4.7)
13.5–14.4 85 (2.6) 76 (2.3) 161 (4.9)
14.5–15.4 81 (2.5) 65 (2.0) 146 (4.5)
15.5–16.4 89 (2.7) 62 (1.9) 151 (4.6)
16.5–17.4 74 (2.3) 42 (1.3) 116 (3.6)
17.5–18.4 54 (1.7) 50 (1.5) 104 (3.2)
18.5–19.4 57 (1.7) 34 (1.0) 91 (2.8)
19.5–20.4 36 (1.1) 27 (0.8) 63 (1.9)
20.5–21.4 13 (0.4) 12 (0.4) 25 (0.8)
21.5–22.4 3 (0.1) 0 (0.0) 3 (0.1)
22.5–23.4 1 (0.0) 1 (0.0) 2 (0.1)
Total 1623 (49.8) 1638 (50.2) 3261 (100)
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developmental stages, was more simplified than the approach previ-
ously published by Moorrees et al. (13), which was based on 14
stages.

The written descriptions of the eight stages were modified in a
later paper by Demirjian to provide further clarification of their
defining features (20).

It has been widely reported that this method gave a valid esti-
mate of chronological age only when applied to French-Canadian
children, being the population on which the system is based. How-
ever, results from studies on population samples of different genetic
heritage show that this method did not accurately predict chrono-
logical age (12,21–36).

The purpose of this study was (1) to test the applicability of the
Demirjian system in Australia on a Sydney-based sample and (2)
to develop and test a new age-prediction model on material from
this sample.

Materials and Methods

The material for this study, orthopantomographs (OPGs), was
obtained from records of patients who had attended public dental

clinics in the Sydney region, NSW. A convenience sample of 3261
cases were selected relating to 1623 females and 1638 males, of
unknown racial background, aged between 1 and 23 (Table 1).

The tooth images in the lower right quadrant of each OPG were
each assessed and rated according to the Demirjian system (Fig. 1)
by two examiners (MB and NA) who were blinded to the age of
the subjects. The examiners had previously become calibrated in
the application of the Demirjian system through duplicate scorings
of 200 OPGs. Intra- and inter-observer agreement was assessed
through the kappa statistic.

The alphanumeric ratings were later converted to numerical
scores (see Table 2 for conversion scheme).

For each case, the sum of the set of scores is termed the Simple
Maturity Score (SMS); the maximum score per case is 56 and is
attained when all teeth (excluding third molars) are assessed as
fully developed.

Development of the Analysis

The cases were sorted by gender and one-third each of the male
and female cases were selected (the development sample), and

FIG. 1—The Demirjian system for rating eight developmental stages for permanent molars and premolars, and six stages for canines, and incisors (from
Demirjian ’76). Reprinted from Figure 1 from Demirjian, A., Goldstein, H., and Tanner, JM. ‘‘A New System of Dental Age Assessment.’’ Human Biology,
Vol. 45. Copyright � Wayne State University Press, with the permission of Wayne State University Press.
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SMS was regressed against case age using the least squares method
to derive gender-specific age-predictive models. The additional
variables, in this study SMS multiplied by themselves to varying
powers, were introduced into the regression model one at a time to
find the model that best described the relationship between pre-
dicted age and SMS. The number of powered predictors did not
exceed 5 (i.e., SMS5). The model selected as best fit was that in
which the terms, entered in order of their increasing power, contin-
ued to contribute significantly to the explanation of the variance.
These equations were then used to predict the ages of the remain-
ing two-thirds of cases (the validation sample).

Next, predicted age was compared with actual age, and mean
differences were calculated for each gender-specific age group. The
differences were evaluated by means of the t-test.

In addition, the predicted ages for the cases were derived sepa-
rately using (a) the Schour and Massler (b) method and the Demirj-
ian Canadian population-based predictive tables. Respective mean
differences from actual age were also calculated.

Final age-prediction curves for both genders were constructed
using SMS derived from the entire sample. However, as SMSs of
56 relate to fully developed dentitions and cannot be used to dis-
criminate between ages younger than age 15 and are of no use
above this age, the dataset was truncated to include only those
cases that had a total SMS of 55 or less. Hence, the total number
of cases was reduced to 2587 (1363 male and 1224 female).

Gender-specific 95% confidence intervals were derived using the
square root of the residual error from the ANOVA outputs of the
regression calculations (12).

Clearance to conduct this study was obtained from the West-
mead Scientific Advisory Committee.

Results

The kappa statistic values for intra- and inter-observer agreement
were 0.80 and 0.65, respectively, and said to indicate substantial
reliability beyond chance.

Table 3 shows that age prediction of cases in the validation
sample derived from the use of the Demirjian conversion tables,

compared with predictions based on SMS, was more accurate for
children aged 13 and 14 only, but not for the younger children.
Across all ages and both genders, the Demirjian age predictions
underestimated the true age by nearly 0.6 years. Discrepancies
between actual age and that predicted according to Schour and
Massler for 1-year-olds and children aged 3–5 were less than those
predicted from SMSs. However, across all ages, it is seen that the
mean discrepancies between actual and predicted age were substan-
tially less overall when those predictions were derived from SMS
rather than from either of the other two systems (p < 0.000)
(Table 4).

The regression equations, based on the entire dataset, developed
to describe the relationship between chronological age and SMS
age follow:

Male,
y = )2.042579201 + 0.416441557x ) 0.009307122x2

+ 0.000128194x3

Female,
y = )1.914675804 + 0.421823224x ) 0.010273636x2

+ 0.000141442x3

TABLE 3—Age- and gender-specific mean differences between actual age
and predicted age according to SMS, the method of Schour and Massler,

and the Demirjian conversion tables.

Mean Overestimate of Predicted Age by Model (Years)

True Age
(Years)

SMS
Schour &
Massler Demirjian

Female Male Female Male Female Male

1 )1.52 )0.72 0.00 0.25 )2.10 )1.35
2 )0.32 )0.10 0.02 0.11 )0.52 )0.56
3 )0.03 0.00 0.15 0.13 0.01 )0.17
4 )0.07 )0.15 0.19 0.22 )0.16 )0.44
5 )0.23 )0.24 0.12 0.22 )0.72 )0.88
6 )0.27 )0.22 )0.14 0.00 )0.87 )1.01
7 )0.06 )0.33 0.02 0.08 )0.58 )1.03
8 0.06 0.16 0.20 0.33 )0.41 )0.45
9 )0.23 )0.15 0.15 0.33 )0.68 )0.77
10 )0.08 0.01 0.44 0.78 )0.53 )0.70
11 )0.45 0.24 0.37 1.16 )0.94 )0.48
12 )0.48 0.07 0.57 0.98 )0.99 )0.66
13 )0.05 0.58 1.32 1.34 )0.66 )0.16
14 0.37 0.55 )0.80 0.89 )0.28 )0.17
15 0.53 1.52 0.52 0.65
16 )0.13
17
Overall )0.08 0.06 0.25 0.43 )0.57 )0.59
t statistic for
comparison
with SMS

7.85* 13.00* 46.68* 67.21*

SMS, Simple Maturity Score.
*p < 0.000.

TABLE 4—t-Test statistics in relation to overall mean prediction errors for given models.

t-Test Statistics* for Comparison Between Models

Method Used
Demirjian—Male

(M CPA)
Demirjian—Female

(F CPA)
Schour & Massler—Male

(M S&M)
Schour & Massler—Female

(F S&M)

Present study—male (M SMS) 67.21 – 13.00 –
Present study—female (F SMS) – 46.68 – 7.85

CPA, Canadian Predicted Age; SMS, Simple Maturity Score.
*All significant, p < 0.000.

TABLE 2—Conversion table—from Demirjian rating to Maturity Score
(After Demirjian 1976).

Demirjian Rating Maturity Score

0 0
A 1
B 2
C 3
D 4
E 5
F 6
G 7
H 8
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where y is age in years and x is the SMS. The R-square value for
both equations is R = 0.94.

The respective regression lines and the 95% confidence limits
are shown in Figs. 2 and 3. Each regression line describes a very
gentle s-shaped curve. The 95% confidence interval, uniform over
the entire range of ages, and based on the residual error from the
ANOVA output, is the predicted age €1.8 years for both genders.

Discussion

These results demonstrate that the Demirjian standards are not
applicable to an Australian sample of unknown racial composition
because, on average, they underestimate chronological age by 0.6.
The findings are consistent with those of McKenna et al. (25), who
applied the Demirjian system to a sample of South Australian
children.

Demirjian had theorized that while the pattern of development
remains reasonably consistent between populations, the rate of
development varies somewhat from region to region (7,8).

The t-test results confirmed a significant sex dimorphism as
reported by others (13,17,37–40). This finding was the driver for
the separate male and female regression models developed and
published here.

While the reported 95% confidence intervals of age estimates
associated with some methods of age-estimation range from €1 to
€20 years, those based upon dentition development average about
€2 years (14). The results of the present study are consistent with
these latter findings.

Increasing global mobility has led to the intermixing of gene
pools resulting in less distinct racial traits. Most studies involving
methods that focus on dental development have aimed to select
racially homogeneous samples in the hope of limiting the

FIG. 3—Regression curve for age in years against Simple Maturity Score (SMS) for females.

FIG. 2—Regression curve for age in years against Simple Maturity Score (SMS) for males.
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variability associated with rate of dental maturation. This approach
may not be reasonable, however, given that one such study
revealed that significant variation can even exist within what was
thought to be a ‘‘fairly homogeneous’’ population (41). Therefore,
if significant variations in the rate of dental development occur
between (and within) different populations, and as a significant pro-
portion of the Australian population is comprised of subgroups born
in many other countries, the variation found within an Australian
sample may well be much larger than the variation reported in
countries with less genetically mixed populations. Moreover, the
greater the variation, the wider the confidence intervals associated
with predictive models.

This multicultural nature of Australian society means that unless
the genetic or racial origin of the victim is known or suspected,
and that appropriate conversion tables for that specific group can
be used, reliance will have to be placed on standards that, as dis-
cussed earlier, are probably associated with broader error margins
around any given age estimate.
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Evaluation of Computed Tomography
as a Screening Test for Death Inquest

ABSTRACT: The Japanese method of inquest, which depends mostly on external examinations, may misdiagnose a considerable number of
accidental deaths and suicides as death by disease. We conducted computed tomography (CT) scans of 80 cases for which police concluded death by
disease or natural causes based on police investigations into the circumstances and results from external examinations. The cause of death was clearly
determined by CT scan in 17 of 80 cases. Ten cases underwent autopsy after the police suspected criminality based on results of the CT examina-
tions. The results suggest CT scan may be a tool for preventing a number of overlooked crimes and accidents in Japan. However, it cannot be a per-
fect tool for discerning between death by disease and other causes of death without cooperation from the investigative agencies and subsequent
forensic examinations such as autopsy and toxicological tests.

KEYWORDS: forensic science, computed tomography, inquest, medicolegal autopsy, forensic radiology

Diagnostic imaging techniques, including computed tomography
(CT), magnetic resonance imaging (MRI), and echography (ultra-
sonic imaging), are being introduced to the field of forensic medi-
cine throughout the world (1–3). The primary objective of
postmortem imaging diagnoses is to supplement information from
autopsy, centeses, and other forensic examinations to establish
causes of death more properly (4–8), improve the precision of indi-
vidual identification (9–13), and identify victims following cata-
strophic disasters (14,15).

One of the advantages of CT lies in its ability to easily detect
foreign objects in the body, overt fractures, and bleeding within the
skull (4). However, even the most sophisticated multidetector row
CT has difficulty diagnosing myocardial infarctions, stasis, or ane-
mia or distinguishing between pneumonia and pulmonary edema
(4). Regarding traumatic injury, CT can sometimes miss such cases
as rib fractures (5), cervical spine injury (16–18), cardiac rupture
(16,19), hollow viscus injury (16,20), diaphragmatic injury (16,19),
and hemomediastinum (19). CT may indeed be helpful for emer-
gency physicians, but for forensic medicine its reliability is some-
times doubtful when used as evidence in courtroom testimony
(16,21). The recent trend, therefore, is to determine the cause of
death with a combination of CT and other forensic examinations
instead of CT alone (5).

In Japan, diagnostic imaging techniques were gradually intro-
duced to the field of forensic medicine in the latter half of the 20th
century (3,18,20,22,23). However, forensic autopsies are conducted
at an extremely low rate in Japan, and diagnostic imaging

techniques are expected to be employed from a different perspec-
tive than in other countries. Some purport that CT should be used
as a screening test prior to autopsy to discern between death by dis-
ease (i.e., natural death) and other causes of death, with the goal of
preventing overlooked crimes and accidents, even in the limited
number of autopsies that are conducted. Diagnostic imaging intro-
duced in postmortem inspections may be more useful than the cur-
rent method to improve the accuracy of death inquests.

Japanese methods of death inquests are unique, still in the devel-
opmental stages, and therefore not very systematic. Japan intro-
duced a Chinese inquest system in the 18th century. This classical
method of inquest did not adopt autopsy to determine cause of
death, instead judging criminality and subsequent penalties based
solely on external examinations. In the second half of the 19th cen-
tury, the Japanese government attempted to introduce a medicolegal
autopsy system adopted from European countries, in which the
cause of death is determined by forensic autopsy. However, such a
system was not actually adopted in Japan because of the shortfall
of human resources and the uncomfortable feelings related to
autopsy among the common people. After World War II, the Gen-
eral Headquarters of the Supreme Commander of Allied Powers
(GHQ) found flaws in the Japanese death inquest system and
ordered the Japanese government to introduce a medical exam-
iner ⁄coroner system identical to that in the United States. In the ini-
tial plan, an authorized medical examiner was tasked with
conducting autopsies for unknown causes of death regardless of
criminality. Together with the investigative information obtained
from police, the medical examiner would then ascertain the likely
cause of death to be used for subsequent judgments in criminality
and general precautions for public health.

The Japanese government, however, did not modify their system
as instructed by the GHQ. They instead decided to conduct conven-
tional forensic autopsies in cases that the police had judged to be
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criminal based on their brief initial investigation (i.e., external
examination of the body and situational investigations). For cases
that the police had judged to be noncriminal, an authorized medical
examiner was permitted to conduct an administrative autopsy at his
or her discretion and from the public health perspective. An arbi-
trary, double-standard forensic autopsy system was therefore cre-
ated in Japan that was separated into two autopsy systems: forensic
and administrative. A systemic change in the ways in which autop-
sies were conducted was never fully realized. Additionally, the
administrative autopsy system was implemented only in large cities,
such as Tokyo, Osaka, Kobe, and Yokohama, and not allocated to
most of the cities where 80% of the people in Japan reside, includ-
ing Chiba Prefecture, where our department is located. Conse-
quently, the autopsy rate of unnatural death cases reported to police
is 20–30% in the designated areas where the administrative autopsy
system is applied, whereas the autopsy rate of unnatural death cases
reported to police in the remaining areas is on the order of 4%. In
Chiba, with a population of 6 million, about 7000 unknown causes
of death are reported to the police each year, of which only about
200 cases suspected as criminal by police are scheduled for medi-
colegal autopsy.

Chiba Prefecture has only one university with forensic courses.
Additionally, the department has only one table for autopsy. For
this reason, autopsies are very often limited to cases that are highly
suspected of criminality in the inquest. In areas such as Chiba
where no administrative autopsy system has been adopted, the
police determine the criminality of a case prior to autopsy to reveal
the cause of death. Their determination is usually based only on
the results of external examinations by a nonforensic physician and
on their own investigations into the circumstances (Fig. 1). This is
one of the traits that maintain the classical style of Chinese inquest
introduced to Japan in the 18th century. An autopsy is conducted if
the case is suspected to be criminal in the inquest; if not, most
cases are treated as death by disease without being autopsied. This
is a scientifically groundless approach. External examinations can
reportedly detect only 8.4% of the causes of death, and the results
from the circumstances can reveal 65.3% of them (24). However,

there is some concern that those cases judged as death by disease
without being verified by forensics actually include criminal and
accidental deaths, thereby overlooking many cases suspected of
criminality or accidents. These flaws in the Japanese inquest system
have recently been reported and debated in the National Diet
(Japan’s bicameral legislature).

To look at the issues in the Japanese death inquest system from
the scientific perspective, our department conducted 20 postmortem
examinations using a rental mobile CT system in 2003. We found
that CT scan is effective for accurately diagnosing causes of death
compared with a conventional approach solely dependent on exter-
nal examination (23). We also installed a pre-owned CT adjoining
our autopsy room in January 2005. Since that time, until April
2009, we conducted a comparative study between all autopsy
reports and CT images obtained from over 600 forensic autopsy
cases (18). Meanwhile, we conducted CT scans in collaboration
with the police for cases that were previously not scheduled for
autopsy because the police suspected no foul play.

In this study, we sought to determine whether CT is appropriate
as a screening test to discern between death by disease (i.e., natural
death) and other causes of death in the cases for which the police
initially determined that no forensic autopsy was necessary because
of their noncriminality. We also attempted to determine what fac-
tors are important in using CT scans for screening.

Methods

Since August 2006, the Department of Legal Medicine of the
Graduate School of Medicine, Chiba University, has posted on our
Website (http://www.m.chiba-u.ac.jp/class/houi/CT/index.html) that
we will perform free postmortem CT scans of bodies that do not
qualify for forensic autopsies, upon request of the bereaved families
or the police.

The CT scanner used in this study was a CT-W950SR (Hitachi
Medico Co., Ltd., Tokyo, Japan, 1990). The head, neck, chest, and
abdomen were scanned at 1-cm intervals with a simple bedside
protocol (head and neck: 170 mA, 120 kV, 4.0 sec; chest: 110 mA,
120 kV, 2.0 sec; and abdomen: 140 mA, 120 kV, 2.0 sec). Inter-
pretation of postmortem scans requires skills in image analysis
different from those required for antemortem interpretation (2).
Skilled techniques were necessary to compare anatomical conse-
quences with diagnostic imaging when interpreting the postmortem
CT images. Therefore, we assigned our experienced forensic
pathologists to interpreting both the autopsy information and
images from an identical case. When we encountered a difficult
case, we asked our radiologists for advice and cooperated with
them for judgment. We received 84 requests between August 2006
and March 2009. Ages ranged from 2 months to 90 years (average,
55.7 years), with 69 men and 15 women. Five cases were highly
decomposed after a span of more than 4 days since death. The
remaining cases were estimated to be within 3 days after death.
Seventy-three cases were found lifeless indoors, three of which
were found in the bathtub, and 11 were found outdoors, three of
which were found in a ditch or on the beach.

Three cases were scanned based on requests made by the
bereaved families through the police. The remaining cases were
direct requests from the police. The police requested that we per-
form our examinations mainly because they thought that uncon-
firmed causes of death would be an obstacle when explaining the
deaths to the bereaved, or because they were unsure of a causal
relationship between the cause of death and reported external
causes, in which the deceased had fallen down or received minor
injuries a few days before death but with no major injuries

FIG. 1—Death inquests in Chiba Prefecture. In the regions that do not
adopt the medical examiner system, the cases with unknown causes of death
reported to the police are judged on whether they are criminal based on the
results of external examinations of the body and the circumstances. If the
case is suspected of involving a crime, a forensic autopsy will then be con-
ducted. In other cases, including suicide or accidental death, the body will
be cremated without forensic examination.
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observed externally. The above 84 cases included four that were
initially considered death by unforeseen accident (two cases were
crushing deaths, one was death after being hit by a train, and one
was death by falling). The police suspected no foul play based on
the circumstances. Therefore, a forensic autopsy could not be con-
ventionally ordered. We excluded these four cases from this study
because we believed that they were not suitable for determining the
efficacy of CT scanning when discerning between death by disease
and other causes of death. Of these 80 cases, external examinations
revealed that no overt injuries were responsible for the death. The
physicians, including clinicians who were nonexperts in forensics,
conducted these inquests and estimated all of the cases to be death
by disease or natural death, and no autopsies were ordered.

The study protocol was approved by the Ethical Review Board
of the Graduate School of Medicine, Chiba University.

Results

The cause of death was definitively determined with CT scan in
18 of the 80 cases. The breakdown of the 18 cases was the follow-
ing: brain hemorrhage (four cases), subdural hematoma (three
cases), cardiac tamponade caused by cardiac rupture or by ascend-
ing aortic rupture (three cases), subdural hematoma combined with
a ruptured aneurysm of the thoracic aorta (one case), a needle-
shaped object reaching the heart (one case) (Fig. 2), and tension
pneumothorax (one case) (Fig. 3). None of these 18 cases was
badly decomposed. One case of suspected brain hemorrhage and
one case of suspected hemorrhagic infarction were observed in the
five cases that were examined 4 days or longer after death, but
neither of these two causes of death could be determined defini-
tively because of the faint images attributed to decomposition. Cal-
cified coronary arteries were observed in 22 cases, but these alone
were not sufficient for us to identify the cause of death as ischemic
cardiac disease because the degree of luminal obstruction and car-
diac muscle fibrosis could not be assessed. Trapped fluids were

observed on one side of the chest cavity in one case, but the nature
of the fluids could not be accessed by CT alone. We therefore per-
formed thoracentesis to confirm purulent fluids. The cause of death
proved to be empyema.

In drowning cases, a ground-glass appearance can be observed
in the lungs independent of gravitational forces, and fluids are
sometimes trapped in the paranasal sinuses (25). Similar findings
were obtained in the cases where the body was discovered in a
bathtub, in a ditch, and on the beach (Fig. 4). However, these find-
ings did not help to conclude that the cause of death was drowning.
An autopsy should be performed in such cases to determine the
presence of plankton in the organs. In ten cases, an autopsy was
ordered after the police suspected criminality from the results of
our CT examinations. In eight of these cases, our CT examinations
revealed that some sort of external cause was likely to be responsi-
ble for the death. The breakdown of these cases was the following:

FIG. 2—A case of a stab wound to the heart. A 60-year-old man was
found lifeless at home by his wife. External examination showed only minor
lesions similar to excoriation on the left anterior chest skin (A,B), which
were considered likely to be a chest bruise caused by a fall when he died
suddenly from heart disease. A computed tomography scan in our depart-
ment found the apical part of an awl reaching the heart (C,D), which led to
an autopsy. Later, the cause of death was judged as suicide when a note
implying suicide was found.

FIG. 3—A case of traumatic tension pneumothorax. An 88-year-old man
was found lifeless at home by his family. He was recently predisposed to
easily falling down. Inquest showed no overt damage on the external sur-
face. Police suspected no foul play, and the doctor who witnessed the
inquest also determined that the patient likely died from disease. A com-
puted tomography scan in our department showed a tension pneumothorax
in the chest (B) and rib fractures. The subsequent autopsy found the rib
fractures and the associated pulmonary contusion (C) despite no apparent
damage on the surface (A).

FIG. 4—A case of suspected drowning. A 72-year-old man with a history
of cervical spine surgery was found lifeless in an irrigation ditch. Based on
the circumstances, the police suspected no foul play. A forensic autopsy
could not be legally ordered. Our computed tomography scan showed a
ground-glass appearance in the lungs that was independent of gravitational
forces (A), and a small amount of fluid was trapped in the paranasal
sinuses (B). The summer season hastened decomposition of the body, and
putrefactive gas was observed subcutaneously just 1 day after death.
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subdural hematoma (four cases), a needle-shaped object reaching
the heart (one case) (Fig. 2), suspected traumatic tension pneumo-
thorax (one case) (Fig. 3), foreign bodies in the pharynx and larynx
(one case) (Fig. 5), and possible injuries to abdominal organs (one
case).

Discussion

In this study, we established the cause of death by CT examina-
tion alone in 18 (22.5%) of 80 cases. In Denmark, a diagnostic rate
regarding the cause of death with CT alone was reported to be
30% in 150 cases examined with both autopsy and CT (26). Simi-
larly, we established the cause of death with CT alone in 28.9% of
342 cases examined with both CT and autopsy. Therefore, the diag-
nostic rate regarding the cause of death using CT together with
external examination was estimated to be 20–30%. CT alone could
not identify the cause of death in over 70% of the cases, possibly
because the imaging findings were not helpful for definitive diag-
noses of ischemic cardiac disease, chemical addiction, metabolic
disorders including diabetic coma, and inflammatory entities such
as pneumonia and peritonitis. For example, our CT examinations
revealed calcified coronary arteries in 22 cases, but these alone
were not sufficient to diagnose ischemic cardiac disease because
the extent of luminal obstruction and cardiac muscle affected was
not assessable. CT is generally excellent at detecting severe traumas
(27,28), but it alone is insufficient for accurately diagnosing the
cause of death. A survey of the literature indicated that a subarach-
noid hemorrhage observed on CT is not necessarily the cause of
death (29). Moreover, it is indicated that CT cannot forensically
detect other important findings such as minor bleeding and pale
organs from exsanguination (21), and CT also may miss cervical
spine injuries, cardiac ruptures, injuries to hollow organs (16), dia-
phragmatic injuries, and hemomediastinum (19).

To achieve a more accurate diagnosis regarding the cause of
death without autopsy, additional needle biopsies (7,8) and angiog-
raphy (6) are recommended. Introducing MRI (30) also appears
promising for diagnosing myocardial infarction. In Japan, however,
needle biopsies and angiography, as well as forensic autopsy,
require court-issued warrants, the attendance of a police official, or
the consent of the bereaved family. It should be noted, therefore,
that the above two examinations, if conducted without proper
authorization, would conflict with the law against destruction of
corpses. As for MRI, it is time-consuming and expensive to per-
form the procedure. In addition, image reading of postmortem MRI

requires special skills and experience. Therefore, MRI would be
difficult to use regularly for the diagnosis of the cause of death.

Notably, of the 80 cases in this study that police concluded as
death by disease with no element of criminality in their initial
investigations, eight (10%) were reconsidered for autopsy after the
external causes were revealed in our CT examinations. These cases
were later judged as death by suicide or accident with no suspected
element of criminality. However, the presence of these cases indi-
cates that under the current Japanese death inquest system, a con-
siderable number of accidental or suicidal cases might have been
misdiagnosed as death by disease. A death from cardiac disease or
subarachnoid hemorrhage is often accompanied by bruises on the
head and chest from falling down, and so many of the bodies may
have slight abrasions and ⁄or subcutaneous bleeding. Once we
become accustomed to these types of injuries at the time of inquest,
we are less likely to suspect that minor trauma observed in the
external examination can be the cause of death. In cases of sub-
dural hematomas induced by head injuries, abrasions and discolored
areas are only slightly observed or sometimes not observed at all
(Fig. 6), and most of these cases are likely to be overlooked and
diagnosed as death by disease. These results make CT look promis-
ing because it could reveal overlooked crimes or accidents.

FIG. 5—A case of foreign bodies in the pharynx and larynx. A 74-year-
old man was found at home about 5 days after death. No foul play was sus-
pected, so police at first determined that a forensic autopsy was not neces-
sary. However, our computed tomography scan showed a coin-like
shadowing in the pharynx. A forensic autopsy was then ordered, but the
autopsy could not confirm the cause of death.

FIG. 6—The following two cases were at first not judged as criminal by
the police based on the circumstances and external examination of the body,
so they were assumed to be death by disease. Our computed tomography
(CT) scan showed subdural hematomas. It was suspected that death was
related to traumatic causes, which led to an autopsy. (A) A 77-year-old
woman lived a solitary life and was found lifeless on the bed in her room
when her daughter visited her. External examination showed no appreciable
damage over the entire body, including face (A-1). Our CT scan showed a
subdural hematoma around the left frontal lobe (A-2) and a ruptured aneu-
rysm of the thoracic aorta. (B) A 60-year-old man was found lifeless on the
bed in his room. The day before his death, he drank alcohol and another
man carried him home. No great craniofacial damage was observed with
the exception of a discolored area on the right lateral forehead (B-1). Our
CT scan showed a subdural hematoma in the right temple (B-2).
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However, CT also has a few major forensic flaws. Myocardial
infarction, intramuscular bleeding caused by cervical compression,
and poisoning are difficult to discern by CT. CT also cannot distin-
guish between pneumonia and pulmonary edema (4), and it may
miss cervical cord damage caused by disk rupture (18), cardiac rup-
tures, injuries to hollow organs (16,20), diaphragmatic injuries, and
mediastinal bleeding (19). In fact, we also faced difficulties deter-
mining myocardial infarction, chemical addiction, cervical spine
injuries, and injuries to hollow organs using CT. Therefore, we can-
not exclude the possibility that we may have overlooked poisoning
or other criminal activity.

Based on our experience, we discuss below how to perform an
ideal screening test with CT and whether systematic CT screening
should be conducted before or after notifying the police.

When we are to judge, prior to a notice of unnatural death,
whether or not to notify the police based only on the diagnosis of
cause of death made by a physician with CT, we will not have to
report the case to the police only when more than one healthcare
professional follows the patient’s disease course until death occurs
in the hospital and when death can be objectively confirmed as
death by disease or natural causes. If a physician fails to satisfy the
above two requirements and attempts to determine the cause of
death from CT results as a paid trustee practice without filing a
report with the police or obtaining information from investigative
agencies, then he will assume considerable risk in exchange for the
cost of examining the body. Such a physician is likely to make an
erroneous judgment in the cause of death and overlook a crime or
accident much more readily than the police who could determine
that the death is caused by foul play based on their independent
examinations of the external surface of body and circumstances.

We actually experienced some misjudgments and near-miss cases
based on diagnostic imaging regarding the forensic autopsy cases
we conducted. These included a death from subarachnoid hemor-
rhage caused by injuries in the vertebral arteries and their branches
caused by blows to the face (Fig. 7) and a fatal case of a patient
with a history of liver cancer who died from spleen trauma caused
by blows to the abdomen (Fig. 8). If we had not shared this infor-
mation with investigative authorities, the victim may have then
been misdiagnosed with death by disease and cremated or buried
with no autopsy evidence preserved. Furthermore, poisoning is
extremely difficult to diagnose with imaging. Notably, many of the
murder-for-insurance cases overlooked in the past were misdiag-
nosed as death by disease and went unreported to the police, even
though the victims were taken to the hospital shortly after death
and were examined by a physician.

It is challenging to determine who should interpret postmortem
CT images. The radiologists familiar with CT images of living
patients would not be able to diagnose the correct cause of death
from postmortem CT because of lack of experience. We should
expect radiologists or forensic pathologists to be familiar with post-
mortem CT interpretation through experiences in comparing
autopsy and CT findings.

The use of CT screening to diagnose causes of death requires
prior notification of the investigative agencies and cooperation
between the agencies and physicians, with the exception of cases in
which the fatal case involves an in-hospital death which can be
obviously concluded as death by disease. On this basis, no autopsy
may be needed for some cases (20–30%) that can be definitively
confirmed as death by disease. When CT screening results suggest
extrinsic factors affecting the cause of death, medicolegal autopsy
will almost always be indispensable for preserving evidence for
trial (16). When CT scan reveals no findings that can be related to
cause of death, forensic examinations, including autopsy and blood

and urine tests, will be necessary because of the possibility of poi-
soning and intervertebral disc injury. Autopsy will be needed to
confirm whether external forces pertain to the cause of death even
if CT reveals such findings as subarachnoid hemorrhage or ruptured
aortic aneurysm suggesting death by disease. CT alone cannot
exclude abdominal and head trauma as being involved in the cause
of death when the situation prior to death is not clear.

An interesting question is whether the introduction of CT screen-
ing will contribute to a reduction in the number of autopsies
performed. Our study suggests the opposite—the number of autop-
sies may increase; when positive cases suggestive of death caused
by external forces are ordered to include an autopsy, the number of
autopsies is expected to increase by about 10% of the number
reported to police. In cases in which the situation prior to death is
unknown, or CT cannot detect the cause of death, and autopsies
are to be performed. Thus, 70–80% of those cases reported to
police for which the cause of death cannot be obviously considered
as death by disease need to have an autopsy. In either event, the
total number of autopsies is expected to increase rather than
decrease when CT screening is introduced in the Japanese forensic
procedure. If physicians and medical examiners employ CT screen-
ing without adequate facilities or personnel for autopsies, they will
either need to reduce the number of reports to the police or limit
the number of autopsies conducted after the report regarding cases
in which CT cannot detect the cause of death. In either situation,
an accurate diagnosis of the cause of death will not be assured.

FIG. 7—A case of traumatic subarachnoid hemorrhage nearly misdiag-
nosed as death by disease. A 32-year-old man in cardiopulmonary arrest
was taken to the hospital by ambulance. Based on the head computed
tomography images scanned at the hospital, the doctor diagnosed a sub-
arachnoid hemorrhage caused by ruptured aneurysms at the base of the
brain. However, the doctor reported the case to the police because the situ-
ation prior to death was unknown. Police investigation revealed that the
man suddenly became unconscious after receiving several blows to the face.
A forensic autopsy was then ordered. The autopsy showed an abrasion on
the face (B), bleeding in the muscles of the right lateral neck region (C),
and damage to the right posterior inferior cerebellar artery (arrow D). The
cause of death was then determined to be traumatic subarachnoid hemor-
rhage caused by blows to the head and neck area.
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In the former situation, physicians may be asked to assume respon-
sibility for failing to report if they should overlook suspected crimi-
nal or accidental cases. Unless an efficient autopsy system is
adequately established, the introduction of CT screening would be
of minimal value for ensuring safety and protecting the rights of
the population.

Diagnostic imaging technologies are being introduced worldwide
in the area of forensic medicine. Currently, various approaches are
being taken in different countries with respect to applying these
technologies. Some countries utilize imaging as a tool for optimiz-
ing diagnosis in combination with autopsy and other methods of
forensic examination, and some countries use imaging for screening
in postmortem inspections. When attempting to use CT as a screen-
ing tool for distinguishing between death by disease and other
causes of death in Japan, not only its advantages but also its disad-
vantages and limits must be sufficiently considered. Autopsy, drug
testing, and other complementary investigations should also be con-
solidated to detect elements suggestive of crimes, accidents, and
epidemic diseases. These efforts and approaches will be indispens-
able in creating a social framework that truly contributes to public
health.
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A New Method for Determination of
Postmortem Interval: Citrate Content
of Bone*

ABSTRACT: Few accurate methods exist currently to determine the time since death (postmortem interval, PMI) of skeletonized human remains
found at crime scenes. Citrate is present as a constituent of living human and animal cortical bone at very uniform initial concentration (2.0 € 0.1 wt
%). In skeletal remains found in open landscape settings (whether buried or not), the concentration of citrate remains constant for a period of about
4 weeks, after which it decreases linearly as a function of log(time). The upper limit of the dating range is about 100 years. The precision of determi-
nation decreases slightly with age. The rate of decrease appears to be independent of temperature or rainfall but drops to zero for storage temperature
<0�C.

KEYWORDS: forensic science, time since death, cortical bone, citrate, hydroxyapatite, storage temperature

The determination of the time since death (postmortem interval,
PMI) is an important component of the forensic study of human
remains and may contribute significantly to the correct attribution
of the circumstances of death. Many methods have been developed
for the determination of PMI. In general, these can be divided into
two classes depending on the stage of decomposition of the cada-
ver: early period while soft, readily biodegradable tissues are still
present and late period when only skeletal remains are present.
Swift (1) has summarized both types of methods and notes that
‘‘When decomposition has advanced, entering the late PMI and
resulting in only skeletal elements, dating of the PMI becomes
much more difficult’’. In the present study, we have developed a
method of determining PMI based on the analysis of bone that is
specifically applicable to this later period of decomposition.

Various analytical methods have been developed that are appli-
cable to this time interval based on the analysis of bone, including
changes in histological appearance (2), measurement of nitrogen or
amino acid content (3), or by the reaction of bone tissue with lumi-
nal, a fluorescent reagent specific for hemoglobin (4). None of
these methods appears to provide the desired level of precision of
determination of PMI (a few weeks to months). A somewhat more
promising technique is the measurement of the decrease in excess
14C activity present in tissues that was generated by nuclear weap-
ons testing in the 1950s. The excess 14C activity in the atmosphere
(and thus in most food and drink) has been decaying with an
apparent half-life of about 20 years. However, the rate of turnover

of carbon (in collagen) is only between 3% and 5% per year for
adults with the result that the average 14C level in modern bone
averages over a 5- to 30-year time period (5).

In view of the absence of accurate methods for PMI determina-
tion, it would appear important to try to develop a new method
for the late postmortem period. Such a method would be widely
applicable to distinguish ancient skeletal remains from more
recently deceased human material that could have forensic implica-
tions. If a new method was sufficiently accurate, it could contrib-
ute evidence to the identification of murder victims and their
assailants, including constituting evidence admissible in legal
proceedings.

A major challenge in developing such a method is that it should
be applicable to skeletal material found in settings that vary widely
in climate history and physical characteristics (burials, surficial
deposits, etc.). In this study, we report a new method that appears
to have these characteristics, which is easily applied to even small
samples of skeletal material and which provides dates with moder-
ately high accuracy and precision. The method is based on the
observation that the citrate molecule, which is present in living
bone at a constant, well-defined concentration, disappears from
bone postmortem at a well-defined rate that does not appear to
depend strongly on the storage environment, within specified
limits.

Citrate in Bone

Bone is a composite material consisting of hydroxyapatite (HA)
crystals associated with protein, principally collagen in the form of
discrete fibrils. Since the 1940s, it has been known that living bone
contains between 1.5 and 2.0 wt% of citrate, a tricarboxylic acid
that is a key component of the so-called Krebs (or citric acid)
cycle, essential to the metabolism of all cells. Approximately 90%
of the total body content of citrate is present in bone. This surpris-
ingly high concentration in bone was first observed by Dickens (6)
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and subsequently studied by many authors shortly after WW II
(e.g., 7–9).

The function of citrate in bone was hinted at in studies by Neu-
man and Neuman (10) who noted that citrate was one of a series
of organic molecules that could inhibit the growth of HA crystals
from supersaturated solutions, thus preventing excessive growth of
the nanometer-sized HA crystals essential to the native fabric of
freshly formed bone. Further support for this notion was suggested
by Hendricks and Hill (11) who suggested that the surface area of
HA crystals in bone was sufficiently large that all the citrate in
bone could be accommodated as a monomolecular layer adsorbed
on HA crystals. Taylor (9) suggests that citrate adsorbed on HA is
an inadvertent consequence of the normal level of citrate in serum.

After about 1975, interest in the role of citrate in bone waned,
and many recent texts on bone do not identify citrate as a major
constituent although it is much more abundant than some noncol-
lagenous proteins, such as osteopontin that are thought to inhibit
the growth of HA (12).

Factors Influencing the Concentration of Citrate in Bone

Earlier studies used somewhat less accurate methods of deter-
mining citrate levels than those currently available and appeared to
show variable concentrations depending on sex or age. However,
more recently, using enzymatic citrate determinations, Knuuttilla
et al. (13) showed that variations in citrate content of bone were
not age or sex dependent. Gibbs (14) showed that trabecular bone
from a large number of recently embalmed individuals contained
1.5 € 0.1 wt% citrate, while in the present study, we have shown
that citrate in cortical bone averages 2.0 € 0.1 wt% regardless of
sex or age. Thus, while there are clear differences in the citrate
content of different types of bone (trabecular, cortical), it appears
that the concentration of a specific type of bone is quite uniform
and does not vary significantly, at least among adults. There is
some indication that citrate content is related to the total mineral
content of the bone, and therefore, immature, partially mineralized
bone might contain less citrate (research in progress). Osteoporotic
bone might also have anomalously low concentrations owing to
deficiency of HA. Corresponding skeletal components in other ver-
tebrates (e.g., pig, cow) also contain almost identical citrate concen-
trations, showing that uptake of citrate from blood is a general
characteristic of all bone and not restricted to humans. Therefore, it
was feasible in this study to use pig bones as a proxy for human
material.

Disappearance of Citrate Postmortem

The unpublished study of Gibbs (14) found that the citrate con-
tent of human bone buried for >100 year was <1% of the initial
content (usually a few parts per million). No other published studies
have investigated this obscure point, but it opened up the possibility
that if the loss of citrate from bone was gradual, then it could be
used as a forensic tool to determine PMI. The study of Gibbs unfor-
tunately did not examine younger burials (a few years or less), so it
was not apparent at what point citrate began to be lost.

Goals of this Study

From the previous studies we see that (i) citrate content in spe-
cific living bony tissue is uniform regardless of sex and age and
(ii) citrate concentration decreases postmortem in buried skeletons.
The goal of this study was to test whether we could therefore use
the residual content of citrate in a bone sample as an index of the

time since death. That is, we would have to develop a relationship
of the form

CðtÞ=C0¼ fðtÞ ð1Þ

where C0 = the initial citrate content, C(t) is the residual citrate
content at time = t, that is, the PMI, and f(t) is some function of t
to be determined. To establish and validate this method, we must
accomplish the following tasks:

• develop a methodology for determining citrate concentrations in
bone,

• determine the degree of variation of citrate concentration in liv-
ing human bone,

• determine the lifetime and decay history of citrate concentration
in bone [that is, determine f(t)],

• test the method using forensic or other samples of known PMI,
• identify factors (if any) that could affect f(t).

In order for this method to be effective in a wide range of set-
tings, it will be necessary to establish that f(t) is not strongly
dependent on the local climate or storage conditions of the skele-
ton. If such dependence is observed, it still might be possible to
‘‘tune’’ the method so that it is applicable in a specific region for
specific types of occurrences, although this would obviously com-
plicate the application of the method.

Samples Used

All the samples used in this studied are portions of rib bones,
either from pigs or from humans. Based on the expected range of
concentration in bone, we established that samples of 50 mg of
cortical bone would be adequate for the determination of citrate
concentration, although larger samples could, in principle, be used
for establishing the age of bones near the limit of the method (as
citrate approaches zero concentration). Four types of samples were
used.

Artificially Prepared Samples of Pig Bones

Whole sections of ribs from a pig purchased at a local grocery
store in Knoxville with flesh attached were buried to a depth of
approximately 20 cm in a part of the Anthropological Research
Facility (ARF) at the University of Tennessee, Knoxville. At this
relatively shallow depth, we assume that decomposition occurred in
an aerobic environment. A total of six fresh pig rib samples were
buried in April 2008. The samples were recovered and frozen
()20�C) at 1-month intervals. One additional sample was frozen at
the start of the procedure to be used as a control. The samples were
shipped in cooled but not frozen containers by overnight courier to
Hamilton and were then immediately frozen pending further
analysis.

Human Bones Stored in a Laboratory Setting (HBLS)

To determine the extent to which the storage environment might
influence the loss of citrate, we established an experimental storage
site in a laboratory, with the assistance of Prof. Anne Agur, Depart-
ment of Anatomy, University of Toronto. The materials were rib
sections removed from recently deceased cadavers. Each rib was
defleshed and cut into five 4-cm segments, for a total of 10 rib seg-
ments for each subject. One segment was placed in a freezer
()20�C) immediately following excision, and each remaining rib
segment was placed in a glass jar in a fume hood kept at room
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temperature (23�C) inside a well-ventilated fume hood in the
Department of Anatomy. These bone segments were removed and
placed in the freezer at 1–4, 6, 8, 10, and 12 weeks postexcision.
The procedures for handling and analyzing these samples were
approved by the medical ethics committees of both the University
of Toronto and McMaster University.

Forensic Bone Samples

Samples of human skeletal material were made available to us
by various researchers and police units in the United States and
Canada. The list of samples and estimated PMI as provided by the
donors is shown in Table 1. Note that these samples came from
locations ranging across the North American continent, from Cali-
fornia to northwestern Ontario, and therefore encompass a wide
range of climatic settings. None of these samples represent burials
but were rather found as scatters or well-defined deposits on the
ground surface. In some cases, some light covering material (wood,
soil, vegetation) overlay the skeletal material.

Cadavers Stored in the Field Under Controlled Conditions

At the ARF, donated cadavers are placed on the ground surface
or buried and allowed to decompose for varying lengths of time
and then prepared for subsequent forensic study to calibrate foren-
sic analytical methods. We obtained three specimens of rib bone
from cadavers that had been processed at ARF, representing post-
mortem storage intervals up to several years. For these samples, we
had complete records of when the samples had been removed from
the field and processed; they were subsequently stored in a dried
but not frozen condition, prior to the samples being removed for
this study.

Analytical Procedures

If necessary, each sample was defleshed, either in the McMaster
Stable Isotope Research Laboratory or (for the HBLS series) at the
University of Toronto Department of Anatomy. The cleaned bone
was defatted by soaking in a 1:1 mixture of chloroform and ethanol
for about 1 h. The cleaned, defatted bone samples were then pow-
dered in a liquid nitrogen–cooled grinding device and reduced to
particles <10 lm in size. A 50-mg aliquot of the powder was
placed in a 50-mL centrifuge tube to which was added 2 mL of
1.0 M HCl, and this was set in a water bath held at 60�C for 1 h;
this procedure dissolves the HA component of the bone and liber-
ates citrate into the solution phase. The sample was then brought to
pH = 5 by dropwise addition of 0.5 M KOH and spun at 1200 g
for 5 min, causing the collagen to form a pellet. The clear super-
nate was decanted into a fresh tube and stored at 4�C until analysis
for citrate.

Citrate was determined using the citrate lyase method described
by Moellering and Gruber (15) using analytical kits obtained from
Xygen Diagnostics Inc. (Burgessville, ON). The enzyme converts
citrate to a mixture of oxaloacetate and pyruvate; these react with
NADH. The amount of citrate is monitored by detection of the
decrease in UV absorption by NADH at 340 nm using a UV spec-
trophotometer (Cary 5000 UV-Vis; Varian Inc., Palo Alto, CA).
This reaction was calibrated using Na citrate stock solution and
yielded a linear response over the range from 0.4 to 0.0001 mg ⁄ mL
citrate.

Although we did not carry out specific tests of reproducibility of
the method, this can be inferred from our analyses of the HBLS
series because there was essentially no change in the citrate content
of these samples over the duration of the experiment (see below
for discussion). Table 2 shows the successive analyses for citrate
in these essentially identical aliquots of human rib. The average
error for the four data sets is €0.0031 wt% citrate. This can be
taken as the expected error in the analysis of well-conserved
samples.

Analytical Results and Discussion

Initial Citrate Concentration of Cortical Bone

In Table 3, we show the range of citrate concentrations observed
in all the fresh cortical bone (human and pig) samples that were
frozen immediately or very soon after death. In all cases, the con-
centration is quite uniform, averaging 1.96 € 0.06 wt%. The human
samples are all from mature individuals, and the data do not reflect

TABLE 1—Forensic samples studied: T(ave) = average annual temperature
at site; T(max) = maximum annual temperature; T < 0 = number of months

at site when temperature is <0�C.

Sample Location PMI (y) Skeletal element Sex

C-91-129 Santa Barbara, CA 17 Cranium M
FF Atascadero, CA 8 rib M
Jane Doe Mammoth Lakes, CA 6 femur F
JD Lawrence Co., SD 5 femur M
MM Thunder Bay, ON ? rib M
ARF Knoxville, TN see text rib M

TABLE 2—Samples studied in University of Toronto experiment (HBLS),
showing citrate content analyzed for each sample after given intervals.
Because these samples showed very little variation with time, they were

used to estimate the replication error, as shown.

Sample Citrate (wt%) Time (days)

UofT1-1 1.967 0.01
UofT1-2 1.963 14
UofT1-3 1.963 28
UofT1-4 1.962 42
UofT1-5 1.962 56
UofT1-6 1.959 70
UofT1-7 1.958 84
Average 1.962
SD 0.003
UofT2-1 1.986 0.01
UofT2-2 1.985 14
UofT2-3 1.985 28
UofT2-4 1.982 42
UofT2-5 1.981 56
UofT2-6 1.99 70
Average 1.985
SD 0.003
UofT3-1 1.854 0.01
UofT3-2 1.854 14
UofT3-3 1.852 28
UofT3-4 1.85 42
UofT3-5 1.852 56
UofT3-6 1.853 70
Average 1.853
SD 0.002
UofT4-1 2.011 0.01
UofT4-2 2.013 14
UofT4-3 2.002 28
UofT4-4 2.01 42
Average 2.009
SD 0.005
Average SD 0.0031
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possibly lower values in immature humans whose bone is not yet
fully mineralized.

Based on this observation, it appears that we can assume a uni-
form initial citrate concentration C0 for human cortical bone. This
is essential for the application of the proposed method of PMI
determination as expressed in Eq. (1).

Experimental Observation of Citrate Loss in Buried Bone

Pig bones with flesh attached were buried at the ARF and recov-
ered at 1-month intervals for 6 months. The analyses of these sam-
ples are shown in Table 4. Citrate concentration in these buried
bones remained essentially constant for the first month and presum-
ably for a short time thereafter. Subsequently, citrate concentration
began to decline significantly and, by the end of experiment
(6 months storage time), had dropped to about 50% of its initial
value of 2.0 wt%. By excluding the data for the period from 0 to
30 days, we can fit the data with a logarithmic curve

CðtÞ ¼ �0:56 log tþ 20:803 r2¼0:919 ð2Þ

where C = citrate in wt% and t = time in days (Fig. 1). Unfortu-
nately, the initial samples are not spaced sufficiently closely to
identify the point at which the logarithmic decrease in citrate
begins, but back extrapolation of Eq. 1 suggests that citrate concen-
tration begins to drop off starting about 30 days after death.

Eq. 2 does not conform to the model expressed by Eq. 1 because
there appears to be an initial period during which essentially no cit-
rate is lost. As we shall see, this appears to be generally valid for
all burial or exposed storage settings and must reflect a time
needed for activation of the process, which eventually leads to cit-
rate loss.

Extrapolation of Eq. 2 suggests that it should be possible to use
citrate measured in bones to determine PMI £ 1000 days. There-
fore, the citrate determination method does have promise to extend
PMI determinations into the hitherto previously inaccessible time
range after the loss of soft tissues.

Human Bones Stored in a Laboratory Setting (HBLS)

The data for these experiments are shown in Table 2 and plotted
on Fig. 2. To our surprise, we found that when stored in open glass

jars for extended periods of time, there was essentially no loss of cit-
rate from human bone. Indeed, as noted earlier, we could use these
data to establish the precision of analysis of citrate inasmuch as the
loss was undetectable. It is clear from this experiment that some-
thing about the nature of the storage environment has a profound
effect on the rate of loss of citrate. As we shall see, this fact is
equally dramatically shown by forensic samples as well as exposed
human cadaver samples from the ARF, all of which underwent sig-
nificant citrate loss that approximated the trend of Eq. 2.

In effect, these data are telling us something about the otherwise
unidentified mechanism of citrate loss from bone. We can speculate
that this involves exposure to soilborne organisms that are able to
enter the bone and to consume citrate. In general, studies of soil
show that almost all catabolism (oxidation) of organic matter is
mediated by microorganisms. Inorganic oxidation by reaction with
O2 in or above the soil is always much slower than heterotrophic
activities of bacteria, fungi, etc. Additionally, the samples in the
HBLS experiment were kept free of moisture except for what might
have been still present in the living bone (because the samples were
not dehydrated before storage). Generally, in most ‘‘wild’’ environ-
ments (except for arid or frozen settings), liquid water could pene-
trate the somewhat porous structure of partly decayed bone and
stimulate biodegradation of citrate and other molecules.

TABLE 3—Initial citrate concentration in bone samples (human and
animal). All samples were frozen soon after death.

Sample Citrate (wt%)

UofT samples
1 1.967
2 1.986
3 1.854
4 2.011
ARF pig 1.974
Average 1.958 € 0.061

TABLE 4—Pig bones buried at ARF: citrate analyses versus time.

Sample # Citrate (wt. %) Time (days)

Tennessee 0 1.974 0.01
Tennessee 1 1.945 30
Tennessee 2 1.821 60
Tennessee 3 1.745 90
Tennessee 4 1.702 120
Tennessee 5 1.590 150
Tennessee 6 1.470 180
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FIG. 1—Variation in citrate in pig bones plotted versus log t (days). A
regression line has been constructed through all but the t = 0 point (shown
as square).
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FIG. 2—Samples stored at University of Toronto (HBLS), showing lack of
variation in citrate content with time. Experiment extends well beyond the
point (approximately 30 days) at which significant decline is expected based
on ARF series.
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Forensic Samples; Temperature Correction

The analytical data for these samples are shown in Table 5. The
data are plotted on Fig 3., together with the data from the ARF
experiment previously discussed. These additional data extend to
much longer times but generally conform to the same trend as
defined by the ARF data. We can fit the entire data set to a single
relationship:

CðtÞ ¼ �0:647 log tþ 20:971 r2¼0:991 ð3Þ

There is a considerable scatter of the data points about the line,
which may be in part attributable to the variability of the environ-
mental conditions at the site where the samples resided postmor-
tem. In particular, we expect that, whatever the mechanisms are
that result in the loss of citrate, these are greatly reduced or com-
pletely interrupted when the sample is stored below 0�C and all
water in and around the sample is frozen. Therefore, we expect that
citrate loss occurs only in the part of the year when T > 0�C.

We can use this fact to modify the expected time-trend of citrate
content in bone as follows: Instead of using the total PMI = t as
the independent variable, we substitute t*, which is defined as

t� ¼ tð1� ½w=12�Þ ð4Þ

where w = number of months in each year when T < 0�C.
Two of the forensic samples analyzed in this study experienced

subzero temperatures for extended periods: Jane Doe from Mam-
moth Lakes, CA, and JD from Lawrence Co., SD. At both sites,
T < 0�C for approximately 4 months of the year; the corrected
points are shown on Fig. 4. This slightly alters the correlation
between citrate content and time:

CðtÞ ¼ �0:661 log tþ 20:99 r2¼0:986 ð5Þ

We suggest that this equation could be used for determining
PMI, where subzero temperatures have been encountered at the
recovery site.

No estimate of PMI was available for forensic sample MM. The
victim was found in the vicinity of Thunder Bay, ON, where the
temperature is <0�C for 4.5 months, t* = 0.625 t. The estimated
PMI for this individual is therefore 275 days. This result is anoma-
lous because the sample was recovered in June, 2000. The individ-
ual had been buried in a pit filled with a white chalky material,
which was identified by mass spectrometry to be lime [Ca(OH)2].
Evidently, burial in this material had significantly inhibited the loss
of citrate from these bones both during burial and afterward.

Interments at ARF

We also analyzed rib samples from a series of individuals, which
had been interred at the ARF at the University of Tennessee at
Knoxville. The dates of death of these samples were known accu-
rately, but for some of them, the detailed times when the samples
were transferred from the ARF to a processing facility there were
not recorded.

However, for three of the samples, we were provided with val-
ues for the time elapsed from death until the pickup from the
ground surface. After the samples have been exhumed, they are
stored, cleaned, and then taken to the collection. This places them
in a condition similar to the HBLS samples, which would be
expected to slow down the citrate loss rate. Table 6 compares the

TABLE 5—Forensic samples: citrate content and estimated PMI as
provided by donors.

Sample Citrate (wt%)

C-91-129 0.504
FF 0.677
Jane Doe 0.766
JD 0.762
Femur 0.465
Mandible 0.762
MM 1.52
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FIG. 3—Variation in citrate content of forensic samples in addition to
ARF buried pig bones. As in Fig 1., regression line excludes t = 0 point.
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FIG. 4—Variation in citrate content of forensic samples corrected for
time when T < 0�C and including data for ARF pig bones (excluding
t = 0). Also shown (squares) are data for exhumed human remains from
ARF (Table 6; see text).

TABLE 6—Exhumed human remains from ARF: citrate analyses for three
individuals for whom time of recovery from facility was known. Calculated

PMI values are derived from citrate content using Eq. 5.

Citrate (wt%) Known PMI (days) Calculated

PMI (days)
52–04 1.12 556 692
57–05 1.48 1010 198
85–06 1.38 324 280
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calculated time using Eq. 5 with the known time from death until
exhumation. For two of the samples (52–04 and 85–06), there is
good agreement between calculated and observed PMI values
(within c. 10%), whereas one of the samples (57–05) has a much
higher citrate content than would be expected for the reported time
since recovery. We have no explanation for this discrepancy. These
data are shown on Fig. 4.

Conclusions

Effect of Storage Conditions

We have observed that citrate content of bones decreases with
remarkable regularity in a series of samples collected from a wide
variety of settings. It appears that the storage conditions (tempera-
ture, relative humidity, depth of burial, etc.), within broad limits,
do not greatly influence the rate of citrate loss. The one exception
to this observation has been that there is no loss of citrate at tem-
peratures below 0�C. As well, the forensic sample from Thunder
Bay, ON, stored in a pit in contact with large amounts of calcium
hydroxide apparently experienced much less loss of citrate, even
given the broad limits placed on the true PMI. To better understand
the variation in conditions, Table 1 shows the average and esti-
mated maximum summer temperature at each site where a sample
(forensic or experimental) was stored. The average temperatures
range from 9 to 16�C, but this does not appear to affect the fit of
the data to the relationship between time and citrate content. For
example samples FF and JD, which differ the most in storage tem-
perature, both lie exactly on the trend line fitted to the total data
set.

Limit of the Method

From Eq. 5 and assuming that t = t*, we see that citrate content
is expected to approach zero at approximately 95 years. This is the
expected lifetime for samples stored at T > 0. For sites where
T < 0 for some part of the year, the potential lifetime is longer.
We would assume, however, that samples left resting on the sur-
face for this long would begin to degrade in other ways (see, e.g.,
Trueman et al. [16]) including extensive recrystallization of HA
with consequent release of adsorbed citrate. Therefore, depending
on the conditions of storage, it is difficult to predict the very long-
term behavior of citrate, although it is reasonable to suppose that
the rate of decline might increase somewhat.

Precision of the Method

The high degree of correlation of citrate content with log t sug-
gests that the method would be a quite robust technique for deter-
mining PMI in the period beyond the loss of soft tissues. Because
the correlation is with log t, the error will increase with age. From
Eq. 5, and assuming that the only source of error is the analytical
error in citrate (€0.003%), then the error is approximately 1% of
the age. Therefore, at an age of 10 years, the expected error in
PMI is about 1 month. This is almost certainly an underestimate
of the true error, as shown from the scatter of data around the
regression line (Fig. 3). A better estimate of the error will emerge
as further samples of known PMI are analyzed. The precision of
this method cannot be easily compared with bomb-spike radiocar-
bon dating, the only other method applicable in this time range,
because errors in the latter depend critically on the nature of the
material dated (e.g., the chronological age of the victim). In gen-
eral, however, citrate analysis appears to be a more robust method

and less subject to untestable assumptions about the sample
material.

Further Tests of the Method

We have demonstrated that the citrate content of bone can be
used to estimate PMI up to a limit of about 100 years with a mini-
mum estimated error of 1% of the age. Having demonstrated the
principle of the method, it will be necessary to test the method
against further samples of known PMI and especially samples that
have been properly stored subsequent to collection. At present, all
the forensic samples used in calibrating the method were stored in
a dry but not frozen state in various crime laboratories around the
U.S. Likewise, the test samples from the ARF were not frozen sub-
sequent to curation. Even though the HBLS study suggested that
no citrate loss occurs when the samples have not been exposed to
moist soil at T > 0�C, it is not clear that samples that were once in
the latter state do not continue to lose citrate during storage even
though they have been kept dry and out of contact with soil. Hope-
fully, through collaboration with legal authorities interested in the
potential application of this method, we will be able to obtain fur-
ther samples that were frozen immediately on collection and kept
frozen until shortly before analysis.
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PATHOLOGY ⁄BIOLOGY

Kusum D. Jashnani,1 M.B.B.S., M.D.; Smita A. Kale,1 M.B.B.S., M.D.;
and Asha B. Rupani,1 M.B.B.S., M.D.

Vitreous Humor: Biochemical Constituents in
Estimation of Postmortem Interval*,�

ABSTRACT: Analysis of biochemical constituents of the vitreous humor can be useful in determining the postmortem interval as there is pro-
portionate postmortem rise of potassium and fall in sodium concentration. We studied 120 autopsy cases to determine the utility of potassium,
sodium, calcium, and chloride levels, and sodium ⁄ potassium ratio in estimating the postmortem interval. There was a linear relationship between vit-
reous potassium concentration and postmortem interval, whereas an inverse relationship between vitreous sodium ⁄ potassium ratio and postmortem
interval was noted. Other factors like age, sex, cause of death, season of death, and refrigeration of sample did not influence the vitreous humor
potassium values. Using the statistical tools, a new formula was derived to determine the postmortem interval based on the potassium concentration
and a review of previous literature is presented. Hence, the findings of this study supported a central role of vitreous humor biochemistry in many
postmortem forensic and pathological evaluations.

KEYWORDS: forensic science, vitreous humor, postmortem interval, potassium levels, sodium ⁄ potassium ratio, statistical analysis

Postmortem interval (PMI) is the interval between death and the
time of postmortem examination. Determination of PMI is essential
in many criminal forensic investigations as well as in certain natu-
ral deaths (1,2). In spite of its great importance, determining the
accurate time of death is a recurring problem. Over the last few
decades, extensive work has been carried out to determine the PMI
from various physical changes as well as from the study of changes
in biochemical constituents in various body fluids like blood, cere-
bro-spinal fluid, and vitreous humor (VH) immediately or shortly
after the death (1–3). Analysis of chemical changes in the intraocu-
lar fluid, after death was introduced by Naumann (4) and has since
aroused a great deal of interest (5). In VH, a postmortem rise of
potassium and fall in sodium concentration proportional to PMI has
been reported (2,6–8). It can also be useful to the pathologists as
an important adjunct to confirm an antemortem diagnosis like dia-
betes or as a potential source of DNA (9,10). We therefore under-
took this study to understand the relevance of this correlation
between PMI and VH constituents in Indian conditions.

Materials and Methods

The objectives of this study were to determine the utility of bio-
chemical constituents of VH like potassium, sodium, calcium, and

chloride in estimating the PMI and to study the relationship
between ratio of postmortem vitreous sodium ⁄potassium concentra-
tion and PMI. We also wanted to analyze the correlation between
VH potassium and other variables like age, gender, cause of death,
effects of seasonal variations, and refrigeration of the sample.

The present study was a prospective study in which VH samples
were collected from 120 autopsies conducted at our hospital during
a period of 15 months, from April 2006 to June 2007. The autopsy
subjects were all hospital deaths with known time of death and
involved resuscitation attempt. The excluding criteria were pediatric
cases and cases for eye donation. Written consent was taken from
the relatives. The relevant clinical data were obtained from the
medical records at the hospital.

In each case, about 3–4 mL of VH from one eye, either left or
right, was aspirated by making a puncture 5–6 mm away from the
sclero-corneal junction by using a 10 mL syringe and a 21-gauge
needle. Normal saline was replaced in the vitreous body for cos-
metic purpose (11). Careful and gentle suction was applied, and
residual fluid was left during sampling to avoid detachment and
contamination by retinal cells. Cloudy fluid or any fluid containing
particulate matter was rejected. The specimen obtained was placed
in a clean rubber-stoppered small glass bulb with a proper label.
The samples were processed in the biochemistry laboratory within
1 h of collection on working days. On nonworking days and emer-
gency hours, the samples were stored at 4�C and subsequently ana-
lyzed. The samples were centrifuged at 2000 rotations per minute
for 5 min, and the supernatant was used for the estimation of potas-
sium, sodium, calcium, and chloride ions. Sodium and potassium
levels were determined by flame photometry FLM3 (Radiometer,
Bronshoj, Denmark), calcium by Olympus AU4OO (Olympus,
Nyon, Switzerland), and chloride by Biolyte 2000 (Biocare,
Hsinchu, Taiwan). While measuring all the four biochemical con-
stituents, known normal and abnormal quality control samples of
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Bio-Rad Company (Irvine, CA) were used. The sodium and potas-
sium levels were calculated in all 120 subjects, calcium in 113 sub-
jects, and chloride in 119 subjects. The above investigations could
not be performed in all cases because of insufficient quantity of the
VH.

Statistical tests used were linear regression correlation analysis
and Pearson’s correlation tests to establish the correlation between
individual vitreous biochemical constituents and the PMI and their
significance (12,13). The linear regression formula to estimate the
PMI using individual vitreous biochemical constituent was derived.

Results

The results of the biochemical estimation of the four electrolytes
in VH are shown in Table 1. In this study, observations were made
up to 50 h postmortem. During the studied postmortem period, the
vitreous potassium represented a consistently linear rise with
increasing PMI (Table 2). The linear rise of vitreous potassium was
consistent in the early PMI with the range of scatter increasing in
the later postmortem hours especially after 20 h (Fig. 1). The slope
of regression line for postmortem vitreous potassium rise with the
increasing PMI was 0.929 mmol ⁄ L per hour with a 0 h ‘‘y’’ inter-
cept at 2.616 mmol ⁄ L. We also found that the measured postmor-
tem VH potassium and estimated potassium values as per time of
death showed good correlation (p-value of 2.30E-11 [<0.05]).

Measurement of sodium up to 50 h after death showed little
change. The linear regression graph between time since death and
postmortem VH sodium was horizontal, suggesting no correlation
between the two and also not statistically significant with the
p-value of 0.093 (Fig. 2, Table 1). However, it was observed that
the sodium to potassium ratio was indirectly proportional to PMI
(Fig. 3). This was also statistically significant with a p-value of
5.58E-18 (<0.05). The vitreous calcium and chloride concentration
did not change significantly following death according to the PMI
and were not statistically significant (Table 1).

In this study, the age of the deceased varied from 15 to 88 years
with mean of 51.5 years (SD = 17.65). The linear regression graph
between postmortem VH potassium and age of deceased was hori-
zontal, suggesting no correlation between the two (p-value of 0.631).
Seventy percent were men and 30% were women. No correlation
was observed between postmortem VH potassium and sex of
deceased (p-value of 0.382). The samples were collected throughout
the year in all seasons with 55.8% of the samples in monsoon and
30.8% and 13.4% during winter and summer, respectively. The sea-
son had no effect on the postmortem VH potassium value (p-value of
0.984). Of the samples, 64.2% were refrigerated at 4�C and analyzed
subsequently and 35.8% of the samples were analyzed immediately
within 1 h of the collection. It was observed that refrigeration of the
sample did not affect postmortem VH potassium value (p-value of
0.336). The majority of the causes of death were related to infectious
diseases (92%), with septicemia and tuberculosis the major causes of

death followed by intrapulmonary hemorrhages in acute febrile ill-
ness and pneumonia. The cause of death had no effect on postmortem
VH potassium value as in each case the p-value was more than 0.05.
Antemortem blood sodium and potassium values were available in

TABLE 1—Table showing vital statistics of the four major electrolytes
(1,14).

Electrolyte
Normal value

(mmol ⁄ L)
Range

(mmol ⁄ L) Mean SD p-Value

Potassium 5–8 4.80–45.60 11.06 6.36 8.08E–19 (<0.05)
Sodium 118–154 106–165 131.93 12.26 0.093
Calcium 6–8 5.40–10.10 7.20 0.81 0.127
Chloride 114 69–192 95.54 14.35 0.347
Na ⁄ K ratio – 0.17–30 13.90 4.85 5.58E–18 (<0.05)

SD, standard deviation.

TABLE 2—Table showing correlation between time since death and
postmortem vitreous humor potassium.

Variables Time Since Death Postmortem K

Time since death PC 1.000 0.698*
p-Value 8.08E–19 (<0.05)

Postmortem K PC 0.698* 1.000
p-Value 8.08E-19 (<0.05)

*Correlation is significant at the 0.01 level (2-tailed). PC, Pearson
correlation.

FIG. 1—Linear regression graph showing correlation between time since
death and postmortem vitreous humor potassium.

FIG. 2—Linear regression graph showing correlation between time since
death and postmortem vitreous humor sodium.
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59 cases (50%). Antemortem blood sodium values and postmortem
VH sodium values were almost similar (p-value of 0.052), but a
significant difference was observed between antemortem blood potas-
sium values and postmortem VH potassium values (Table 3).
Antemortem calcium and chloride levels were available only in two
and one case, respectively, and hence, the correlation studies could
not be carried out.

Discussion

VH is a colorless, jelly-like, hydrophilic gel within the vitreous
body, around 4–5 mL in quantity (14). It is preferred for postmor-
tem investigations because of its large volume and easy accessibil-
ity (2). It contains 99% water and solids in the form of
macromolecular and low molecular weight constituents, such as
sugars, urea, creatinine, and electrolytes. The various electrolytes
that can be measured in VH are sodium, potassium, chloride, cal-
cium, and magnesium (15,16). VH is relatively inert and only
slightly influenced by sudden fluctuations in the blood chemistry
(2). The concentration of sodium is equal to that of plasma indicat-
ing passive diffusion. The potassium concentration of VH is
slightly higher than the plasma because of an active transport of
potassium across the ciliary body into the posterior chamber and
through the anterior capsule of the lens and passive diffusion
through the posterior capsule of the lens into the vitreous body (5).
After death, there is steady potassium leak through the cell mem-
brane to approach equilibrium with the plasma in the postmortem
period, which helps to estimate the PMI. Numerous workers have

demonstrated the linear relationship between increase in vitreous
potassium concentration and increasing PMI (7).

In this study, the postmortem VH potassium values ranged
between 4.80 and 45.60 mmol ⁄L and there was a linear rise of vit-
reous potassium in the early PMI. These results were similar to the
previous reports in literature (2,7). The slope of regression line for
postmortem vitreous potassium rise with increasing PMI was
0.929 mmol ⁄L per hour with a 0 h ‘‘y’’ intercept of 2.616 mmol ⁄L
(Fig. 1). Similarly, 0 h ‘‘y’’ intercept of 4.2 mmol ⁄L has been
reported by James et al. (17) The variation in experimental meth-
ods and the sample characteristics may account for the differences
noted with the slopes in various studies. It is essential that the slope
of regression line be relatively steeper because flatter slopes tend to
overestimate the time since death based on the obtained regression
line and equation. Many equations and corresponding formulas
have been reported in literature to precisely estimate the PMI based
on postmortem vitreous potassium concentration. Many of these
equations are based on the linear regression model on the assump-
tion that the postmortem increase in the vitreous potassium is pro-
portional with time and changes at a constant rate. The earliest and
widely used equation was developed by Sturner and Gantner (5).

PMI (hours) ¼ ð7:14� KþÞ � 39:1

A primary disadvantage of this equation was that a flat slope
was reported with this equation and significant difference was
observed between actual postmortem potassium and estimated
potassium value. Accurate PMI estimation was possible with sud-
den and traumatic deaths when compared to the hospital deaths
where severe antemortem electrolyte imbalance often upset the
potassium values considerably (5). Later, Madea et al. (18) devised
another equation.

PMI (hours) ¼ ð5:26� KþÞ � 30:9

The linear regression derived by Madea et al. (18) had a steeper
slope and they suggested that Sturner’s equation systemically over-
estimated the PMI because of the flat slope, while their equation
with a steeper slope had no systematic deviations. They concluded
that when using vitreous potassium in estimation of the PMI, equa-
tion with a steeper slope should be preferred to avoid any system-
atic overestimation as a result of flatter slopes. Recently, James
et al. (17) also devised an equation for the estimation of PMI based
on postmortem potassium concentrations.

PMI (hours) ¼ ð4:32� KþÞ � 18:35

In spite of all conflicting reports in literature regarding the differ-
ent 95% confidence intervals and the best equation for practical
use in PMI estimation, there is wide consensus on the linear
increase in postmortem vitreous potassium with increasing PMI
(17,18). In this study, antemortem serum potassium, when avail-
able, reflected the expected postmortem rise in vitreous values. By
using statistical tools, we derived the following formula:

Kþ ¼ 2:616þ 0:929 (PMI in hours)

PMI (hours) ¼ 1:076 ðKþÞ � 2:815

Thus, the measurement of VH potassium possesses inherent tech-
nical advantages and surmounts exterior influences offering an
exciting new tool for future forensic studies. While in investigations
the PMI has been used as independent and potassium as dependent
variable in the linear regression analysis, the recent use of potas-
sium as independent variable has been useful for more accurate
death time estimation as the use of sodium ⁄ potassium ratio in our
study (8,19). Also as the Figs. 1 and 3 show, the various amount

FIG. 3—Linear regression graph showing correlation between time since
death and postmortem vitreous humor sodium ⁄ potassium ratio.

TABLE 3—Comparison between antemortem blood and postmortem
vitreous humor values of various variables.

Variables No. Mean SD t-Value p-Value

Comparison
between

Antemortem Na 59 133.37 10.45 1.984 0.052
Postmortem Na 59 129.95 10.33 Difference is not

significant
Comparison
between

Antemortem K 59 5.22 5.59 )5.256 2.20E-06
(<0.05)

Postmortem K 59 11.79 8.00 Difference is
significant
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of scatter indicates that no one test can confidently predict the
PMI. James et al. (17) in their study of 100 autopsy cases observed
that using both potassium and hypoxanthine measurements to esti-
mate the PMI were associated with increased accuracy in all
circumstances.

Vitreous sodium, calcium, and chloride concentration had no role
in estimating PMI in this study as also mentioned by other
investigators (15). Dufour reported (20) no significant change in
postmortem vitreous calcium when compared to antemortem serum
calcium.

The postmortem VH sodium to potassium ratio varied from 0.17
to 30.00, with the mean of 13.90 (SD = 4.85) and it was observed
that the ratio was indirectly proportional to the PMI. This observa-
tion is similar to the one of Singh et al. (21), who found the ratio
useful in their 1026 cases where it decreased rapidly from mean
value of 24.22 € 7.59 at PMI of <3 h to mean value of
14.93 € 4.47 at postmortem interval of 15–18 h and then at a pro-
gressively slower rate to mean value of 6.95 € 1.88 at postmortem
interval of 60–66 h. They also observed that the relationship of
ratio with environmental temperature, age, gender, and cause of
death was highly significant. Postmortem interval could be pre-
dicted from vitreous sodium ⁄ potassium electrolytes concentration
ratio, with standard error of estimate 0.18 h (21). Hence, besides
potassium concentration, sodium ⁄potassium ratio can also be uti-
lized as an additional parameter for PMI estimation.

Antemortem blood sodium and potassium values were available
in 59 cases (50%). Antemortem blood sodium values and postmor-
tem VH sodium values were almost similar (p-value of 0.052), but
significant difference was observed between antemortem blood
potassium values and postmortem VH potassium values. From
these observations, evaporation can be dismissed as the cause of
rise in the vitreous potassium concentration after death as no simi-
lar type of change has been demonstrated in the sodium concentra-
tion. These findings support the previous observation that sodium
has no role in estimating PMI. Jaffe in his study (22) also elimi-
nated evaporation as a cause of postmortem rise of vitreous potas-
sium by demonstrating the stability of sodium and chloride
concentrations.

In this study, age of deceased varied from 15 to 88 years with
mean of 51.5 (SD = 17.65). The linear regression graph between
postmortem VH potassium and age of deceased was horizontal,
suggesting no correlation between the two (p-value of 0.631). This
result is in accordance with the result of Garg et al. (2) However, a
study by Coe suggested that age of the individual may have some
effect on the vitreous potassium (23).

No correlation was observed between postmortem VH potassium
and sex of deceased (p-value of 0.382), which is in accordance
with the result of Garg et al. (2). Singh et al. (21) observed gender
variation in sodium ⁄potassium ratio. They proposed that abundant
subcutaneous tissue in women retains body heat for longer period,
which heightens the process of decomposition, thereby probably
enhancing the process of diffusion of electrolytes (21).

During monsoon, 55.8% of the samples were collected and
30.8% and 13.3% were collected during winter and summer,
respectively. It was observed that there was no effect of season of
death on postmortem VH potassium value (p-value of 0.984). Simi-
lar results were obtained by others who commented on the lack of
influence of environmental temperature (2), although vitreous potas-
sium concentrations in Bray’s study (24) were found to be lower in
the cold weather. Komura and Oshiro (25) were among the early
investigators to suggest a significant influence of ambient tempera-
ture on vitreous potassium concentration. They found that the
bodies at warmer temperatures had higher vitreous potassium levels

than those present at lower temperature. This study was carried out
in Mumbai, a city on the western coast of India, where temperature
difference seen between the different seasons is not much. This can
explain the lack of influence of environmental temperature on post-
mortem VH potassium value. In this study, 35.8% of the samples
were analyzed immediately within 1 h of collection and 64.2% of
the samples were refrigerated at 4�C and analyzed subsequently. It
was observed that refrigeration of sample did not affect postmortem
VH potassium value (p-value of 0.336). This result is similar to
that of Garg et al. (2) However, others have reported that freezing
and thawing can cause increase in potassium concentration, other
chemical analytes, and osmolality (26,27). The body temperature at
the time of death in cases of infectious diseases was not taken into
consideration and would require further studies.

Septicemia and tuberculosis were major causes of death among
the deceased followed by intrapulmonary hemorrhages in acute feb-
rile illness and pneumonia. It was observed in our study that cause
of death has no effect on postmortem vitreous potassium value.
Among other studies in the literature, based on cases of sudden
deaths after chronic diseases, Madea et al. (18) suggested 95% lim-
its of confidence in the range of €34 h up to 120 h postmortem.
This discrepancy may be a result of antemortem electrolyte imbal-
ances caused by the chronic diseases. Potassium values in burn
cases were found to be higher than the nonburn cases by Garg
et al. (2).

It is necessary to remove all of the fluid from the eye that can
be aspirated because the VH next to retina has a different concen-
tration of solutes than in the central portion of the globe until putre-
faction sets in. Therefore, an accurate measure of the vitreous level
of a solute requires a total removal of the VH as is possible as also
stressed by Lie without forceful aspiration (28). Also the vitreous
must be aspirated slowly to avoid tearing loose fragments of tissue.
Such tissue fragments grossly distort the electrolytes in the vitreous
as it is from such cells that most of the electrolytes are derived.
Hence, while aspiration, we left behind a residual VH to avoid
contamination.

Studies in the past have demonstrated that the values of potas-
sium manifest in the vitreous will vary with the instrumentation
used to measure the concentration (29,30). However, we were
unable to explore this aspect in our study. The most important con-
cern in utilizing vitreous biochemistry for crucial forensic pathology
determinations arises from the observed between eye differences at
identical PMI (13,31). However, we did not measure VH electro-
lytes in both eyes but aspirated VH from either the left or right
eye, which ever was convenient.

To conclude, the results of this study show that VH potassium and
sodium ⁄ potassium concentration ratio play a significant role in esti-
mating the PMI. The sodium, calcium, and chloride levels have no
role in estimating PMI. Other factors like age, sex, cause of death, sea-
son of death, and refrigeration of sample does not influence VH potas-
sium values. Once obtained, VH may be refrigerated for lengthy
periods without deterioration. Evaporation can be dismissed as the
cause of the rise in the VH potassium concentration after death as no
similar changes were demonstrated in the sodium concentration.
Unique advantages of this method are that it is extremely simple,
requiring inexpensive apparatus for the collection of sample and its
processing. The findings of this study support a central role of VH bio-
chemistry in many postmortem forensic and pathological evaluations.
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Cardiovascular Conditions and the Evaluation
of the Heart in Pregnancy-Associated
Autopsies

ABSTRACT: Pregnancy-associated death is defined as the death of a woman from any cause during pregnancy or in the year after delivery. This
review concentrates on cardiac conditions that may result in pregnancy-associated death including, but not limited to, acute myocardial infarction,
endocarditis, peripartum cardiomyopathy, and prolonged QT syndrome. Lethal vascular conditions may also occur involving arterial dissection and
thromboembolism, on occasion exacerbated by hypercoagulability, and altered hormonal and physiologic states. The autopsy evaluation of these
patients includes a careful assessment of the medical history particularly for prior pregnancy-related conditions, fetal loss, and episodes of unexplained
collapse. A family history of sudden death at an early age may be significant. At autopsy, evaluation for underlying syndromes such as Marfan, or
evidence of intravenous narcotism should be undertaken. Autopsy examination involves careful dissection of the heart and vessels with consideration
of conduction tract studies and possible genetic evaluation for prolonged QT syndrome.

KEYWORDS: forensic science, forensic pathology, pregnancy, autopsy, cardiac, sudden death, cardiomyopathy, dissection, myocardial
infarct, thromboembolism, postpartum

Medical examiners and forensic pathologists must have a clear
understanding of lethal cardiac conditions associated with both
pregnancy and the postpartum period, as cardiovascular conditions
account for a substantial proportion of fatalities in this group of
women (1). Carter and Rutty found the most common direct cause
of maternal death in the United Kingdom over a 3-year period
from 1997 to 1999 to be pulmonary thromboembolism (1). Acute
myocardial infarction, endocarditis, valvular heart disease, and
arrhythmias are among other conditions that may also cause death
(2–5). Whitehead et al. (6) studied pregnancy-related mortality
because of cardiomyopathy from 1991 to 1997 and noted that this
accounted for 7.7% of deaths, with the percentage of deaths
because of cardiomyopathy increasing since the previous decade.
Despite this, most reviews have not focussed on cardiovascular
conditions.

The evaluation of possible cardiac death associated with preg-
nancy first requires an understanding of the various terminologies
that may be used, such as maternal death, pregnancy-related death,
late maternal death, and pregnancy-associated death. Pregnancy-
associated death will be the term used in this paper as this covers
‘‘the death of a woman, from any cause, while she is pregnant or
within 1 year of the termination of pregnancy, regardless of the
duration and site of pregnancy’’ (7). Maternal death is the ‘‘death
of a woman while pregnant or within 42 days of the termination of
pregnancy, irrespective of the duration and the site of the preg-
nancy, from any cause related to or aggravated by the pregnancy
or its management, but not from accidental or incidental causes’’

(8), and pregnancy-related death refers to the ‘‘death of a woman
while pregnant or within 42 days of the termination of pregnancy,
irrespective of the cause of death’’ (8). Finally, late maternal death
refers to ‘‘death of a woman from direct or indirect obstetric causes
more than 42 days but <1 year after termination of the pregnancy’’
(8). Thus, pregnancy-associated death appears to be the most inclu-
sive term. As cardiac deaths may occur well after 42 days, this
terminology allows the inclusion of those patients.

It is important to clarify two additional definitions. Direct obstet-
ric deaths are ‘‘those resulting from obstetric complications of the
pregnant state (pregnancy, labor, and puerperium), from interven-
tions, omissions, incorrect treatment, or from a chain of events
resulting from any of the above’’ (8). Indirect obstetric deaths are
‘‘those resulting from previous existing disease or disease that
developed during pregnancy and which was not due to direct
obstetric causes, but which was aggravated by physiologic effects
of pregnancy’’(8).

This review will begin with those entities, which would be the
most apparent on gross examination such as acute myocardial
infarction or coronary artery dissections. As the paper continues,
we explore those entities that may not be apparent to the naked
eye such as arrhythmogenic disorders, and amniotic and air embo-
lism for which the heart or vessels may appear grossly normal.

Acute Myocardial Infarction—Coronary Artery Pathology

In 1996, Roth and Elkayam reported 123 pregnancies compli-
cated by 125 myocardial infarctions (9). The overall maternal death
rate was 21%. Fifty-four percent of all patients had coronary artery
evaluation either by angiography or at autopsy. Of those who had
anatomic evaluation of the cardiac vessels, 16% were complicated
by dissection, most of which occurred in the immediate postpartum
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period. Aneurysms were noted in 4% of the patients and coronary
artery spasm in 1%. Interestingly, 29% of the coronary arteries
evaluated anatomically were found to be normal. Coronary throm-
bus without atherosclerotic heart disease was detected in 21% of
the patients.

In 2008, Roth and Elkayam published a further review, from
1995 to 2005, in which 96 of 103 (93%) pregnancies complicated
by myocardial infarction had received coronary evaluation either
by angiography or at autopsy (10). Twenty-eight patients had coro-
nary artery dissection (27%) compared to 16% in the previous
study. Thirteen percent of patients in the later study had normal
vessels. The mortality rate had decreased to 11% in the 2008
review from 21% in the previous study. The finding of coronary
thrombosis without atherosclerotic heart disease occurred in 8% of
the patients.

Research into the etiology of dissections suggests that hemody-
namic and increased progesterone levels (10) could lead to loss of
integrity of the intimal layer of vessels and contribute to such vas-
cular events (11,12). A 1967 study by Menalo-Estrella et al. (13)
examined the histology of the aorta in pregnancy and found
changes in the elastic and reticular fibers. Such vascular changes,
in combination with arterial blood pressure changes, could account
for dissections, particularly if these occur in more than one vessel.

The unique stresses and changes in physiology in the pregnant
state may also be important factors in the development of acute
myocardial infarction because of causes other than dissection. Preg-
nancy results in increases in blood volume, resting cardiac output,
stroke volume, and heart rate (5,14,15). Roth noted that 84% of
myocardial infarctions were anterior in location in nonsurvivors of
acute myocardial infarction (9). The stage of pregnancy at the time
of infarction is also an important factor, with mortality higher dur-
ing the peripartum period (18%) than in the antepartum (9%) or
postpartum periods (9%) (10).

James et al. (2) examined myocardial infarctions in the United
States from 2000 to 2002. By reviewing pregnancy-related dis-
charge records, they found 859 patients with acute myocardial
infarction, with 44 deaths caused by acute myocardial infarction
resulting in a case fatality rate of 5.1% and an overall mortality
rate of 0.35 per 100,000 deliveries. They also noted that anterior
wall infarction was more common than lateral- or inferior wall
infarcts with subendocardial infarction present in 37% of the
patients. The authors noted that these data might not include those
women who died outside hospital. Risk factors for myocardial
infarction included black race, age >35 for any race, hypertension,
thrombophilia, diabetes mellitus, smoking, pre-eclampsia, blood
transfusion, and postpartum infection (2).

Diagnosis

Before incising the coronary arteries at autopsy, their epicardial
courses should be followed to check for any extravasated blood
relating to possible dissection. The origin and ostia of the coronary
arteries should be examined, and they should then be cross-sec-
tioned at short intervals (1–2 mm) with careful attention being paid
to the presence or absence of thrombus. It is important not to be
deceived by the normal appearance of the coronary arteries, as an
acute thrombus may be present in an apparently normal vessel.

Other arteries are also vulnerable to dissection during pregnancy,
presumably from similar mechanisms, and this may involve pulmo-
nary, splenic or other visceral vessels with lethal outcomes. These
vessels should also be carefully sectioned at autopsy.

It is important, even in young mothers to examine particularly
the anterior aspect of the myocardium and to take additional

sections from this area for histology looking for changes of acute
and chronic ischemic damage such as contraction band necrosis
and fibrosis (15,16). As previously discussed, myocardial infarction
can occur with seemingly normal coronary arteries, and so careful
inspection of the myocardium is warranted regardless of the coro-
nary artery findings.

Peripartum Cardiomyopathy (PPCM)

PPCM has a reported incidence of 1 in 3000 to 1 in 15,000
pregnancies in the United States (17). This is a unique disease
entity that can display features of dilated cardiomyopathy, but is
unique in the definitional use of its time at onset, and possible
underlying etiologies. However, some authors relate that PPCM
and cardiomyopathy that begins earlier in pregnancy may represent
a continuum of disease (18). Still, unique definitions for the diagno-
sis were established at a workshop in 2000 (19). The pathology of
PPCM was reported by Gouley et al. (20) in 1937. In this paper, a
series of women with cardiomyopathy late in their pregnancies are
described; four of the seven patients died and had autopsies. The
original descriptions of the autopsies document mural thrombi asso-
ciated with embolism to various organs and tissues including the
brain, lung, and mesentery.

According to a workshop in 2000, the criteria for the diagnosis
of PPCM include the development of congestive heart failure sec-
ondary to decreased left ventricular systolic function in the last
month of pregnancy, or within 5 months of delivery, absence of
pre-existing cardiac dysfunction, absence of a determinable cause
of cardiomyopathy, and additional echocardiogram findings includ-
ing depressed shortening fraction or ejection fraction (19).

Proposed mechanisms for PPCM include myocarditis, autoimmu-
nity, apoptosis related, infection, and other etiologies including
microchimerism (21). Other possibilities include drug-induced,
familial, or nutritional factors (22). Ansari et al. (21) report unique
autoantibodies against human cardiac tissue in those with PPCM
but not in those with idiopathic dilated cardiomyopathy. Endomyo-
cardial biopsies from 26 patients with PPCM have revealed viral
genomes in eight patients (30.7%) that were associated with inter-
stitial inflammation. The viral genomes included parvovirus B19,
human herpes virus 6, EBV, and CMV (23). A study by Felker
et al. (24) found myocarditis to be present in 62% of the patients
based on endomyocardial biopsy.

Several studies have also demonstrated a high incidence of
thromboembolism in patients with PPCM. A clinical or pathologi-
cal suspicion of PPCM should, therefore, lead a pathologist to care-
fully examine the vasculature including the pulmonary arteries,
coronary arteries, and cerebral and limb vessels (14,25–32). Con-
versely, the finding of pulmonary thromboembolism should raise
the possibility of PPCM. In Whitehead et al.’s (6) study among
PPCM deaths, eight patients (5%) had pulmonary or cerebrovascu-
lar thromboembolism. Ro et al. (22) report that mortality caused by
embolic events associated with this condition may be as high as
30%. Thromboemboli may develop because of the hypercoagulable
state of pregnancy complicated by static flow through a poorly con-
tracting heart (33). These conditions can lead to intracardiac throm-
bosis, which can subsequently embolize to peripheral locations in
the body (25,26,30).

Cardiomyopathy is one of the few pregnancy-related (sic) deaths
that has been increasing in incidence since 1979 (6,34). PPCM
was the leading cause of pregnancy-related (sic) death in North
Carolina from 1993 to 1997, accounting for 26 deaths (35). Studies
have demonstrated a mortality rate ranging from 9% to 56%
(18,36).
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Diagnosis

In Gouley et al.’s original study, the heart weights at autopsy
ranged from 450 to 500 g with histologic evidence of widespread
and severe focal inflammatory reactions, often with necrosis fol-
lowed by fibrosis. Other microscopic findings included focal myo-
cardial degeneration and ⁄ or dissolution (20). Myocarditis is one of
many postulated causes of PPCM. More recently, O’Connell et al.
evaluated 14 patients with PPCM and compared the characteristics
to 55 patients with idiopathic dilated cardiomyopathy. They noted
that findings such as myocyte hypertrophy, nuclear hyperchroma-
ticity, and interstitial fibrosis were similar, with the exception of
myocarditis that was seen in 29% of patients with PPCM, com-
pared to only 9% of those with idiopathic dilated cardiomyopathy
(37). Myocarditis was defined as interstitial and perivascular lym-
phomononuclear infiltration in the presence of myocyte necrosis,
with or without fibrosis. Carter and Rutty describe no characteristic
features that were absolutely diagnostic of this entity but noted that
on endomyocardial biopsy, the findings may include focal fibrosis,
variability in myocyte caliber, and scattered chronic inflammatory
cells (1).

Valvular Heart Disease and Endocarditis

Deaths in patients with mitral stenosis are rare (38) although a
review of cardiovascular surgery over the period 1984 to 1996
reported a mortality rate of 9% during pregnancy. This mortality
rate may reflect the fact that these were high-risk patients refractory
to conventional therapies. Surgical techniques may also have been
refined and improved since the period of study (39). Mitral regurgi-
tation with the associated findings of either rheumatic heart disease
or mitral valve prolapse is usually not as problematic as mitral ste-
nosis (4).

Aortic regurgitation without left ventricular dysfunction and pul-
monary stenosis are generally well tolerated during pregnancy (4).
Other congenital malformations, including those with previous sur-
gical repair, may also be seen, and aortic stenosis may present with
varying degrees of severity.

In 1991, Clark stratified mortality risk groups into low, interme-
diate, and high risk based on particular cardiac conditions (40).
High-risk conditions were defined as those with a mortality risk of
25–50% and included conditions with severe outflow obstruction
such as severe aortic stenosis and marked pulmonary hypertension.
Colman et al. described pulmonary vascular obstructive disease,
Marfan syndrome with a dilated aortic root, severe aortic stenosis,
and severe systemic ventricular dysfunction, as conditions with high
enough risk to warrant avoidance of pregnancy and the consequent
high risk of mortality (41).

A review examining bacterial endocarditis in 68 pregnancies cal-
culated a maternal death rate of 22% with an associated fetal mor-
tality rate of 14.7% (42). Valve-specific mortality was highest for
aortic valve disease at 42%. The authors also noted that 27% of
patients were associated with postpartum endocarditis (42). Montaya
et al. (3) reported a case of endocarditis occurring during pregnancy
in a woman with a history of intravenous drug use and a bicuspid
aortic valve.

Diagnosis

Given the possibility of endocarditis, it is important to examine
the valves closely and to particularly assess the anatomy and integ-
rity of the leaflets and cusps. Needle track marks can be looked
for in the context of a history of intravenous drug use (42).

Additionally, high-risk conditions such as mitral incompetence, aor-
tic stenosis, and Marfan disease should be specifically sought. Val-
vular heart disease also carries the risk of thromboembolism and
stroke, and so vascular evaluation at sites removed from the heart
is also required. Additionally, special attention should be placed to
the right-sided valves when given a history of IV drug use.

Arrhythmias Including the Long QT Syndrome (LQTS)

Rashba et al. conducted a retrospective analysis during preg-
nancy of women either with hereditary long QT syndrome or with
relatives with this disorder. Three affected first-degree relatives died
during the postpartum period of presumed LQTS. Additional events
noted in this study included two probands with aborted cardiac
arrest before pregnancy, two during pregnancy, and seven in the
postpartum period (43).

Seth et al. also examined LQTS in pregnant and nonpregnant
women, and their conclusions were that while there is a reduced
risk of cardiac events during pregnancy, there is increased risk in
the 9-month period postpartum. Specifically they noted a 2.7-fold
increased risk of a cardiac event and a 4.1-fold increased risk of a
life-threatening cardiac event (defined in their study as aborted car-
diac arrest or LQTS-related death), during this time. The risk for
cardiac events in the postpartum period was especially evident in
those with the LQT2 genotype. Those with LQT1, LQT3 or non-
genotyped cases had a lower annual cardiac event rate (5).

The explanation why the postpartum period may be more condu-
cive for a fatal arrhythmogenic event secondary to LQTS involves
the heart rate. During pregnancy, there is a baseline increase in
heart rate, which brings with it a shortening of the QT interval
(i.e., producing a relative protective effect during pregnancy). How-
ever, in the postpartum period, as cardiac physiology returns to nor-
mal and the heart rate slows back to the baseline, there will be an
increase in the QT interval. Several authors hypothesize that a
stressful event such as caring for a newborn baby in the postpartum
state could provoke a fatal event (5,44). In a study of LQTS by
Schwartz et al. (44), 80% of the patients with events that occurred
after auditory stimuli had LQT2. Other possible considerations for
the increased events in the postpartum period include decreased
levels of estrogen (5). Seth et al. (5) further state that decreased
estrogen levels seen as during breastfeeding may lead to increased
adrenergic activity and lead to increased myocyte excitability. This
could lead to increased adverse events in the postpartum period (5).

Other arrhythmias may cause death during pregnancy. Brodsky
et al. (45) reviewed ventricular tachycardia and noted two deaths
out of 26 reported cases. The two deaths included one described by
Rally and Walters (46) of a 19-year-old woman with symptomatic
paroxysmal ventricular tachycardia that developed in the sixth
month of pregnancy, who died suddenly 3 weeks after therapy. Post-
mortem examination revealed a structurally normal heart. Another
case involved a woman who survived a myocardial infarct with ven-
tricular fibrillation at 6 months gestation only to die 3 months later
while still pregnant and in hospital awaiting labor. An autopsy
demonstrated thrombotic occlusion of the circumflex artery (47).
Arrhythmias may also be seen in conjunction with congenital heart
disease. Other conditions that can result in sudden unexpected death
are catecholaminergic polymorphic ventricular tachycardia (CPVT),
Congenital short QT syndrome, and Brugada syndrome (48,49).

Diagnosis

A history of arrhythmia should be looked for at the time of med-
ical record review. In addition to careful dissection of the heart
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with routine histologic sampling, Schandl and Collins (16) recom-
mend evaluation of the conduction system in the maternal autopsy.
If a structurally normal heart is found at autopsy, molecular testing
for LQTS and other cardiac conditions that can result in sudden
death, i.e., CPVT, should be considered. Molecular testing for LQ
genotypes may also be of considerable benefit to the family. Test-
ing for LQTS requires DNA, and specimens should be sent to a
specialist laboratory. Suitable specimens include whole blood col-
lected in EDTA tubes. Additionally, tissues such as frozen heart,
liver, or spleen tissues are also suitable specimens (49). Of these
tissues, 5–10 g should be flash-frozen at )80�C (49). Formalin-
fixed, paraffin-embedded tissues are suboptimal for postmortem
genetic testing (50).

Hypercoagulable States of Pregnancy, Amniotic Fluid, and

Air Embolism

In addition to the earlier conditions that may predispose to
thromboembolism, hypercoagulability may also occur because of
changes in the levels of coagulation factors, as well as to physical
effects relating to pregnancy. Alterations may occur in concentra-
tions of von Willebrand factor, Factor VIII, fibrinogen, and other
factors. Protein S may decrease in concentration, and there may be
increased resistance to protein C (51). Plasminogen activator inhibi-
tors 1 and 2 are increased in concentration (52). On a physical
level, the gravid uterus may compress pelvic vessels leading to
venous stasis, as may decrease ambulation.

The antiphospholipid syndrome (APS) may also cause a pro-
thrombotic state resulting in recurrent early pregnancy loss of the
fetus, with both venous and arterial thrombi (53). Those with
known APS can be managed with anticoagulation during future
pregnancies; however, in 6% of the patients, APS presents de novo
during pregnancy or the puerperium (54).

Several recent papers have described the approach to amniotic
fluid and air embolism (15,55). The former condition is associated
with a high mortality, and clinical findings can include dissemi-
nated intravascular coagulation, pulmonary edema, hemorrhage,

and signs that should be apparent at autopsy. There may be a clini-
cal record of seizures or respiratory failure; however, the typical
history is usually that of sudden cardiovascular collapse. Risk fac-
tors are more likely in multiparous patients, with a rapid labor (15).
The mechanism required for the development of amniotic fluid
embolus is the entry of amniotic fluid directly into the maternal
circulation. This usually occurs at the lower uterine segment or
endocervix. The taking at autopsy of tissue sections for histologic
evaluation of these areas is recommended (15,16,55). Another
possible mechanism leading to the catastrophic consequences of
amniotic fluid embolus is a maternal anaphylactic reaction to fetal
antigens (56). An elevated serum tryptase can, therefore, support
the diagnosis of amniotic fluid embolus (55,56).

Air embolism must be another consideration for sudden unex-
pected death following cardiovascular collapse. The lethal mecha-
nism involves air entering the maternal circulation. Here, the portal
of entry may be secondary to placental abruption, or occur during
intercourse (15). The result is that air enters the uterine cavity and
gains entry to the uterine venous drainage. From there, air proceeds
via the usual circulatory pathways to the right side of the heart and
ultimately can become lodged in the pulmonary vasculature.

Diagnosis

The investigation into pulmonary thromboembolism requires
careful evaluation of the pulmonary arteries in addition to the veins
of the legs and pelvis, with multiple tissue specimens for histology.
Anatomic conditions such as patent foramen ovale may lead to par-
adoxical embolism with stroke (52).

For amniotic fluid embolus, multiple lung sections should also
be examined. The classical finding is squamous cells in the pulmo-
nary circulation. One must be wary that squamous cells may also
be because of contamination. More convincing material is fetal
material, debris, mucin or lanugo. Finding a response to this foreign
material by leukocytes is still more convincing.

Special stains can be useful in the evaluation of foreign material
in the lungs. Stains employed can include alcian blue pH 2.5 for
the evaluation of mucin, and low and high molecular weight kera-
tin stains (AE1 ⁄ AE3) for squamous cells (55). The Attwood stain
may prove of additional benefit (15). The characteristics of this
stain include staining mucin green, squamous cells red, and fibrin
red. Polarization is also a useful technique for the detection of
lanugo hairs (15). A recently described immunostain TKH-2 can
also be employed and is a sensitive method to detect meconium
and amniotic fluid derived mucin (57). A serum tryptase should
also be performed and can be supportive of the diagnosis (55,56).

For the diagnosis of air embolism, ancillary techniques grossly
include opening the heart initially under water, as any air bubbles
would be expected to rise. Additionally, Christiansen and Collins
(15) recommend examining the vasculature of the pelvis for air
bubbles. Consideration should be given to saving frozen sections of
lung tissue. These frozen section slides could then be used to look
for air emboli. Air and fat emboli may look the same histologi-
cally, so the presence of a negative fat stain would be useful in
concluding that air is present. One must be careful not to overinter-
pret emboli after cardiopulmonary resuscitation with fractures, as
fat emboli may be a secondary phenomenon.

Conclusions

Pregnancy is associated with a range of cardiovascular and
hematologic conditions that may interact to cause sudden and un-
expected death in apparently healthy young women. A methodical

TABLE 1—Time-related vulnerability to certain conditions in pregnancy.*

Early-mid pregnancy
Cardiomyopathies (other than PPCM), clinical congestive heart failure
Acute myocardial infarction
High-risk valvular heart disease
Pulmonary thromboembolism
Endocarditis
Viral myocarditis

Peripartum
Acute myocardial infarction specifically involving coronary dissections
PPCM
Amniotic fluid embolism
Air embolism
Pulmonary thromboembolism
Endocarditis
Viral myocarditis

Postpartum
PPCM
Long QT syndrome
Acute myocardial infarction
Endocarditis
Viral myocarditis

PPCM, peripartum cardiomyopathy.
*Conditions may be listed in more than one category, as death may be

because of that condition at various points of time. The table displays those
entities that commonly cause death at certain timeframes of the pregnant
state. Other entities, not listed need to be considered in the appropriate
setting.
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approach to the cardiovascular examination will assist in capturing
the major unique disease entities that occur during this period.
There is overlap with sudden unexpected death in nonpregnant per-
sons, certainly in regard to the molecular genetic evaluation. Vul-
nerability to certain conditions varies at different stages of
pregnancy Table 1, and the autopsy evaluation requires a stepwise
assessment of the heart and vasculature as outlined in Table 2.
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PATHOLOGY ⁄BIOLOGY

Henry J. Carson,1 M.D.

Patterns of Ecchymoses Caused by Manner of
Death and Collateral Injuries Sustained in
Bruising Incidents: Decedent Injuries, Profiles,
Comparisons, and Clinicopathologic
Significance

ABSTRACT: We investigated how ecchymoses could be used to predict other injuries, or help establish the cause of death. Ecchymoses, frac-
tures, lacerations, abrasions, and other data were recorded. Eleven percent of decedents had ecchymoses. Motor vehicle accident by car (MVA-C)
was the most common cause of ecchymoses and showed the most collateral injuries. Decedents of natural causes were more likely to have ecchymo-
ses without collateral injuries. There appeared to be two groups of decedents with ecchymoses: one group is younger, comprised of victims of
MVA-C and homicides, with more injuries related to ecchymoses than others; another is an older group of victims of other accidents, natural causes,
and suicide. There were no indeterminate causes of death among decedents with ecchymoses. Therefore, ecchymoses may be a surrogate marker to
direct the pathologist to continue to seek a cause of death should be seen, even if the case, otherwise, appears to be indeterminate.

KEYWORDS: forensic science, accidents, indeterminate, homicide, ecchymosis, natural death

Contusions or ecchymoses are common in clinical medicine.
They are often indicators of domestic, sexual, or child abuse (1–3).
In the event of fatality, they are no less important in forensic pathol-
ogy. We investigated situations, where contusions and ecchymoses
could be used to predict other injuries, estimate the sequence of
injuries, or help establish or corroborate cause and manner of death.

A contusion is an extravasation of blood to mechanical trauma.
It may occur in skin, solid organs, or viscera. In the skin, the injury
is usually discolored blue or purple from blood that has extrava-
sated because of blunt force trauma (4,5). A contusion may be con-
sidered an injury by itself and does not involve a secondary
component; technically, there should be no breakage of the skin
caused by the infliction of a contusion.

An ecchymosis refers to any extravasation of blood by any type
of injury, including punctures (e.g. phlebotomy) or incisions (e.g.
surgery). Ecchymosis is, therefore, a more-general term for extrava-
sated blood than is contusion, which has a specific mechanism.
Some authorities note that an ecchymosis may extend from a con-
tusion when blood spreads under the skin beyond the site of blunt
force injury because of gravity and anatomic barriers, causing
extravasated blood to migrate from its original site. In the living
patient, these injuries are often seen in the lower extremities and
ankles (6). Thus, an ecchymosis may create an area of skin discol-
oration that is larger than the site of blunt force trauma from a con-
tusion and may be remote from the initial injury site. A petechia is

a small ecchymosis. Because an ecchymosis does not require
mechanical injury to cause it, an ecchymosis can also form sponta-
neously in a living patient as a result of a medical condition, such
as thrombocytopenia or other bleeding diathesis (7) and can be
identified on mucous membranes. Contusions would be unlikely to
form in mucous membranes, as direct blunt force trauma to an
internal mucous membrane site is uncommon. Ecchymoses may
also form because of skin fragility and tissue looseness, particularly
important in assessing skin discolorations of the elderly.

Contusions and ecchymoses reflect antemortem events, because
blood circulation is necessary for them to form. The mechanism of
formation of an ecchymosis is the same as a contusion or bruise on
the living body, i.e. hemorrhage into soft tissue that sustains blunt
force trauma because of injury to the blood vessels. However, a
contusion may be deformed in other ways (raised, depressed,
spreading, fixed), while an ecchymosis is almost always flat. Con-
tusions (used interchangeably with the term bruising) are also used
as a clinical term associated with a living patient, who can have
resolution of the injury over time by degradation of blood compo-
nents, healing, and resolution. Postmortem, contusions or ecchymo-
ses are fixed owing to death and lack of mechanisms for healing
and resolution.

An exception to the previous terminology is described in the
brain, where a cerebral contusion represents a permanent injury that
is fixed because of death, and may be related to the cause of death.
A contusion of the brain involves visible bleeding on the surface of
the brain without damage to the leptomeninges (4,8,9). Thus, in the
brain there is an anatomic similarity to a skin ⁄ soft tissue contusion,
in that bleeding occurs under an anatomic barrier, but differs in that
the cerebral contusion is visible and can be fatal when it extends
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into the contiguous submembranous parenchyma, the brain. We
will be addressing external skin and soft tissue contusions and
ecchymoses in this study, although intracranial hemorrhages will be
noted as they occur from case to case.

Contusions and ecchymoses can be isolated or part of a pattern
of injury, as occurs in domestic abuse, elder abuse, accidents, or
even natural disease (e.g. bleeding diatheses, drug reactions, or
infectious diseases) (1–3,7,10–14). Contusion and ecchymoses can
be because of many etiologies and can be associated with virtually
any mechanism of injury or cause of death. While considered an
injury by themselves, contusions or ecchymoses can occur in con-
junction with other trauma in forensic pathology that causes both
rupture of blood vessels and deformation of other anatomy
(2,3,9,12). For example, a contusion may be associated with tearing
of the skin and may be legally considered a ‘‘contused wound’’
(15).

Contusions and ecchymoses are especially useful in death inves-
tigation because they are in plain sight on the external examination
of the body and are routinely documented. They may also be asso-
ciated with injuries or conditions that are not initially obvious. We
reviewed autopsy cases to assess what patterns of ecchymoses
emerged in various circumstances and to determine if there were
consistent patterns of bruising that could be useful to anticipate or
seek other injuries, or to deduct hypotheses regarding the sequence
of injuries cause or manner of death.

As our cases were all examined postmortem, we used the term
ecchymosis for our findings, as it can be difficult to determine
which contusions were results of direct blunt force trauma versus
hemorrhagic spread from any cause. Therefore, the term ecchymo-
sis can be more comprehensive. In either situation, however, the
presumptive underlying injury was blunt force trauma. The new
question we brought to this study was what collateral and ⁄or
related injuries could be found with the subcutaneous bleeding and
bruising that we examine almost daily in forensic pathology, and
what other injuries could we expect or should we seek when faced
with ecchymoses that can be readily visible from the external
examination?

Methods

Cases from an 11-year period, 1997–2008, were reviewed. Cases
were performed by the Linn County Medical Examiner Office,
Linn County IA, and for several contiguous counties. All autopsies
were performed by the author, facilitating diagnostic consistency.
Any case in which ecchymoses were recorded was collected. Data
were recorded from the reports, including age, gender, cause and
manner of death, circumstances of different types of accidents,
ecchymoses and other injuries (details following), and any other
clinically or pathologically useful information, such as use of drugs
or alcohol, or special circumstance (e.g. passenger in a vehicle
rather than driver). Comprehensive toxicological studies were
regrettably not routinely performed on all cases, as the ancillary
studies to the autopsy were limited at the request of the county
medical examiners, many of whom were under financial constraints
to preserve limited county resources. The toxicological screens that
were performed were full panels of 20 items if performed on
blood, or a seven-analyte screen if performed on urine (amphet-
amine, barbiturate, benzodiazepine, cannabinoids, opiates, tricyclics,
and cocaine).

All decedents had ecchymoses to be included in the study. The
sites of the lesions were described in the column following the
demographic data. The sites of any fractures, lacerations, and abra-
sions were recorded in subsequent columns. Other data, described

earlier, were recorded in the next column, and the cause of death
as determined by the autopsy or clinical records were recorded in
the last column based on the autopsy findings. Sizes of ecchymoses
were not recorded for this study as this assessment would require
proportional hazards regression analysis to evaluate and were
beyond the scope of our available methodologies.

The decedents were divided by manner of death, and in the case
of accidents, subdivided by circumstances of the accidents: motor
vehicle accidents in cars (MVA-C), motor vehicle accidents in
other vehicles (MVA-O), and other accidents not involving motor
vehicles (OA). The other traditional manners of death were
recorded. The injuries sustained by each individual were then
tracked from the site of ecchymosis across the columns of other
injuries to determine if there were corresponding collateral injuries
and if they were related to the site of the ecchymosis. If the injuries
were internal and could only be discovered by the autopsy, the
internal injuries were recorded with the external or palpable inju-
ries, separated by semicolons.

In many cases, although ecchymoses were identified and there
were other injuries found, they might not have been related. These
data were tabulated in terms of correlation of ecchymoses with
other types of injuries and of other injuries without corresponding
ecchymoses.

Ethics

Ethical standards were maintained. There was no human or ani-
mal experimentation, and no decedent identifiers are present in any
of the cases used in the study.

Statistics

Parametric data such as age and numbers of injuries were com-
pared using t-tests. Nonparametric data were compared using two-
tailed Fisher’s exact test for chi-square 2 · 2 contingency tables.
Differences were considered significant if the probability of random
distribution was the traditional value of <5%. When there appeared
to be consistent patterns of significance between groups based on a
particular quality or measure, these groups were consolidated to
make comprehensive comparisons between related groups.

Sequential injuries were estimated when hemorrhages could not
be associated with the injury, thus implying that circulation had
ceased and the damage was inflicted postmortem, or that one injury
was fatal and further bleeding was not possible.

Results

From the 11-year period, 401 autopsies were reviewed. There
were 44 cases in which ecchymoses were documented (11%).
There were 22 men and 22 women, mean ages 45 and 47,
respectively. As described earlier, the manners ⁄circumstances of
death divided into six categories: MVA-C, n = 18, 10 women and
8 men, mean age 37 (Table 1); MVA-O, n = 4, all men, mean
age 59 (Table 2); OA, n = 7, four women and three men, mean
age 52 (Table 3); homicides, n = 5, three women and two men,
mean age 31 (Table 4); suicides, n = 3, all men, mean age 47
(Table 5); and natural deaths, n = 7, five women and two men,
mean ages 65 (Table 6). Accidents were divided into three cate-
gories, MVA-C, MVA-O, and OA, and reported as such because
they seemed distinctive in terms of the circumstances involved in
the accidents. Statistical analysis demonstrated some differences
(following).

There were no cases of indeterminate cause of death.
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There was no significant difference between the total number of
men or women in the study, the distributions of genders among the
manners of death, or between the ages of men or women in any
group or taken together.

Among the groups, however, there were differences between the
ages of the decedents (Table 7). Decedents of MVA-O, OA, and
natural etiologies were older than decedents of MVA-C and homi-
cide at significant levels. There was no significant difference
between the ages of decedents of MVA-O, OA, natural, and suicide
nor were there differences between the ages of decedents of MVA-
C and homicides. Taken together, the mean age of decedents of
MVA-O, OA, natural, and suicide etiologies was 58 years and was

significantly older than decedents of MVA-C and homicides,
36 years (p = 0.0001).

The external anatomic locations of the different injuries are sum-
marized (Table 8). By inspection, we can see that in decedents of
MVA-C, facial lacerations, abrasions, and sometimes ecchymoses
frequently occurred together; skull fractures were often without
related injuries; and extremities virtually all presented with every
type of injury, including ecchymosis, fracture, laceration, and abra-
sion. Among decedents of MVA-O, abrasions were common in
most sites and also tended to occur with lacerations and ecchymo-
ses of the extremities. Among decedents of OA, the orbit tended to
develop all four types of injuries. Among decedents of homicides,

TABLE 2—Ecchymoses, motor vehicle accidents, motorcycle, and other vehicle.

No. Age Sex Ecchymoses Fractures Lacerations Abrasions Other COD

1 66 M Shoulders, arm Skull, shoulders,
ribs

Face, neck,
shoulder; lung,
brain

Orbit, neck, arm,
leg

AOD, ASCVD
severe, fatty liver,
268 EtOH

Multiple injuries
(tractor)

2 61 M Face Legs, ribs,
sternum

Head, leg Head, face, chest,
arms, flank, leg

Internal chest
hemorrhage, fatty
liver, 2-artery
bypass, SAH

Multiple injuries

3 57 M Arms Ribs Intercostal Face, leg SAH, fatty liver SAH
4 50 M Face, abdomen,

flank, leg
Rib, legs Leg Face, abdomen,

flank, leg
EtOH 199, AOD,
SAH, ASCVD

Multiple injuries

Mean age in years; M, male; F, female; AOD, atlanto-occipital dislocation; ASCVD, arteriosclerotic cardiovascular disease; SAH, subarachnoid hemor-
rhage; EtOH, ethanol (in mg ⁄ dL); COD, cause of death.

TABLE 3—Ecchymoses, other accidents.

No. Age Sex Type Ecchymoses Fractures Lacerations Abrasions Other COD

1 74 F Fall
(collapse)

Scalp, axilla,
abdomen, flanks,
leg (mixed ages)

Epidural hematoma,
AOD; citalopram
278 ng ⁄ mL
(nL < 120 ng ⁄ mL)

AOD, epidural
hematoma

2 68 F Fall (stairs) Chest, flank, arm
(mixed ages)

Skull Head, arm ASCVD, pneumonia,
fatty liver, subdural
hematoma

Skull fracture,
intracranial
hemorrhage

3 66 M Fall (grain
elevator)

Face, head, neck Ribs Face Myeloma, pulmonary
edema

Suffocation in
grain

4 53 F Fall (stairs) Orbits Skull, ribs Scalp Abdomen Fatty liver, ASCVD,
EtOH 188,
intracranial
hemorrhage

Skull fracture,
intracranial
hemorrhage

5 41 M Fall (crane) Abdomen, leg Face, arm,
legs

Face, neck,
knee; liver

Head, neck,
arm

AOD, heart into
chest, hemothorax

Multiple injuries

6 35 F Multiple drugs Arms, leg Multiple drugs,
asthma

Multiple drug
intoxication

7 28 M Multiple drugs Legs Multiple drugs Multiple drug
intoxication

Mean age in years; M, male; F, female; nL, normal; AOD, atlanto-occipital dislocation; ASCVD, arteriosclerotic cardiovascular disease; EtOH, ethanol (in
mg ⁄ dL); COD, cause of death.

TABLE 4—Ecchymoses, homicides.

No. Age Sex Ecchymoses Fractures Lacerations Abrasions Other COD

1 48 M Orbits Teeth Head, neck Neck, shoulder Severed carotid artery Exsanguination
2 39 M Orbit Skull Intracranial hematoma Skull fracture, hemorrhage
3 30 F Orbits Skull Face, head Neck Subdural hematoma Skull fracture, hemorrhage
4 18 F Shoulder, abdomen,

legs
Head; liver Incisions, stabs; heart,

lungs
Multiple injuries

5 18 F Shoulder, arm,
legs

Skull Brain Neck, legs Hemorrhage Multiple injuries

Age in years; M, male; F, female; COD, cause of death.
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ecchymoses were often distributed in different parts of the body.
Among three decedents by suicide, all suffered gunshot wounds to
the head, so their injuries of ecchymoses, fractures and lacerations,
mostly to the head, were similar. Among decedents of natural
deaths, all had ecchymoses only and distributed over many parts of
the body, especially the extremities.

All decedents had ecchymoses to be included in the study. Other
injuries appeared to depend on the manner or circumstances of
death. The confluence of ecchymoses and collateral injuries is sum-
marized (Table 9). MVA-C decedents had the most ecchymoses
with collateral injuries, n = 38, followed by decedents of MVA-O,
n = 11; homicides, OA, n = 7; n = 6; suicides, n = 3; natural,
n = 2. The cases with the most ecchymoses and unrelated or no
collateral injuries were decedents of natural disease, n = 14; fol-
lowed by OA, n = 12; MVA-C, n = 7; homicide n = 7; and MVA-
O n = 4. In short, decedents of MVA-C, OA, and suicides were
highly likely to have mixed presentation of ecchymoses and collat-
eral injuries; decedents of natural disease were highly likely to have
ecchymoses without collateral injury; and decedents of homicides
of MVA-O were about equally likely to have related collateral
injury or not.

All individual ecchymoses among the decedents were recorded
regarding concurrent presence of ecchymoses with and without col-
lateral injuries among all decedents. An anatomic distribution of
these injuries in relation to each other is shown in Figure 1. (The
use of the body diagram is by permission of the American Society
of Clinical Pathologists.) Major confluence required three or four
related injuries; unrelated simply meant any injuries that did not

overlap with each other anatomically. Two patterns emerged. The
first pattern was the presence of ecchymoses with collateral injuries
in the form of abrasions, lacerations, or abrasions that were
observed in concert or continuity with the ecchymoses. Because
evidence of life was present with these injuries (circulation, bruis-
ing, contusions), it is possible to consider these injuries as concur-
rent with the manner ⁄circumstances of death and possibly
contributory. For example, there was a decedent of MVA-C (e.g.
Table 1, case 2) with orbital ecchymoses and orbital fractures, or
another decedent of MVA-C (Table 1, case 6) with orbital ecchy-
moses and lacerations would be examples of decedents with ecchy-
moses and collateral related injury relationships that occurred
during life. There is no Table to show these relationships. This
absence is because among decedents with ecchymoses and collat-
eral injuries, there were no significant differences between any of
the groups based on manner or circumstances of death and the like-
lihood of ecchymoses coinciding with related injuries. In short,
ecchymoses with collateral injuries were as likely in any group
based on manner ⁄ cause of death and might have been considered
contributory to that cause of death.

However, the second type of relationship between ecchymoses
and collateral injuries were those in which ecchymoses occurred
without related collateral injury. The distributions of these injuries
are summarized by manner ⁄ circumstances of death (Table 10).
Such decedents may have had immediately lethal injuries, and did
not survive long enough to have hemorrhage and form ecchymoses
at a given injury site, or an injury followed the cessation of vital
functions including circulation, preventing hemorrhage at the site

TABLE 5—Ecchymoses, suicides.

No. Age Sex Ecchymoses Fractures Lacerations Abrasions Other COD

1 61 M Orbits Skull Head, brain ASCVD with grafts Gunshot wound
2 42 M Chest (shotgun) Skull Head, brain Depression Gunshot wound
3 38 M Orbits Skull Head, brain Fatty liver Gunshot wound

Mean age in years; M, male; ASCVD, arteriosclerotic cardiovascular disease; COD, cause of death.

TABLE 6—Ecchymoses, natural.

No. Age Sex Ecchymoses Fractures Lacerations Abrasions Other COD

1 86 F Face Face Diabetes CVA
2 83 F Arms Gallbladder carcinoma CHF
3 74 M Abdomen, groin, legs Parkinson’s disease Pneumonia
4 67 F Breast, abdomen, arms, legs Emphysema Pneumonia
5 52 F Legs (mixed ages) Seizure disorder Seizure
6 50 M Arm, abdomen, flank ASCVD, esophageal cancer,

diabetes
ESLD

7 41 F Orbits, neck, arm Nose, lip EtOH 289, gastritis, varices,
fatty liver

GI bleed

Mean age in years; M, male; F, female; ASCVD, arteriosclerotic cardiovascular disease; EtOH, ethanol (in g ⁄ dL); COD, cause of death; CVA, cerebrovas-
cular accident; CHF, congestive heart failure; ESLD, end-stage lung disease; GI bleed, gastrointestinal hemorrhage.

TABLE 7—Decedents by manner of death and mean age.

Manner, Age MVA-C, 37 MVA-O, 52 OA, 52 Homicide, 31 Suicide, 47 Natural, 65

MVA-C, 37 0.01 0.04 NS NS 0.0006
MVA-O, 52 0.01 NS 0.007 NS NS
OA, 52 0.04 NS 0.04 NS NS
Homicide, 31 NS 0.007 0.04 NS 0.004
Suicide, 47 NS NS NS NS NS
Natural, 65 0.0006 NS NS 0.004 NS

Manner, manner or circumstances of death; mean age in years; MVA-C, motor vehicle accident, car; MVA-O, motor vehicle accident, other vehicle; OA,
other accident; Mean age in upper row reported in years; NS, not significant.
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from marking it. Examples of such decedents are from MVA-C
(Table 1, Case 11), where ecchymoses and lacerations occurred on
the face (collateral, related injury), but a fracture of the leg was not
accompanied by collateral or related injury. One might conclude
that the facial injury was first and contributed to death, while the
leg fracture was secondary and did not contribute to death.

In this group, there were significant differences between dece-
dents with ecchymoses who lacked collateral related injuries. As
noted, the differences between these groups are reported in
Table 10. Decedents of OA were more likely to have ecchymoses
without collateral, related injuries than decedents of MVA-C and
MVA-O. It is also noteworthy that decedents of OA and natural
causes tended to have multiple bruises of different ages and stages
of resolution, suggestive of repeated injury rather than a single ter-
minal incident. Decedents of natural causes were more likely to
have ecchymoses without collateral, related injuries than decedents
of MVA-C, MVA-O, homicide, and suicide. Taken together, dece-
dents of MVA-C, MVA-O, homicide, and suicide were more likely
to have related, collateral injures than those of OA or natural
deaths, implying that the succession of injuries in the previous
group were concurrent and contributory to death, while those

among OA and natural deaths were subsequent or noncontributory
to death.

Other correlations are summarized in Table 11. In general, dece-
dents of natural diseases and OAs had significantly fewer injuries
than those with traumatic manners or circumstances of death. There

FIG. 1—Distribution of ecchymoses (E), fractures (F), lacerations (L),
and abrasions (A) by anatomic site.

TABLE 8—External anatomic distributions of injuries by
manner ⁄ circumstances of death.

Site Ecchymoses Fractures Lacerations Abrasions

Motor vehicle accident—car
Face 4 1 9 9
Orbit 7 3 2
Head 2 5 1
Skull 10
Neck 1
Chest 3 3 6
Ribs 6
Spine 1
Abdomen 2 3 6
Other torso 5 2 5
Extremities 11 10 11 11

Motor vehicle accident—other vehicle
Face 2 1 3
Orbit 1
Head 1
Skull 1
Neck 1
Chest 1
Ribs 2
Abdomen 1 1
Other torso 2 1 2
Extremities 3 2 3

Other accident
Face 1 1 1 1
Orbit 1
Head 2 2 1 1
Skull 2
Neck 1 1 1
Chest 1
Ribs 2
Abdomen 2 1
Other torso 3
Extremities 5 1 2

Homicide
Face 1
Orbit 3
Head 1 3
Skull 3
Neck 1 1
Abdomen 1
Other torso 2 1
Extremities 2 1

Suicide
Face
Orbit 2
Head 3
Skull 3
Neck
Chest 1

Natural
Face 1 2
Orbit 1
Neck 1
Abdomen 3
Other torso 1
Extremities 6

All decedents had ecchymoses. Not all decedents had ecchymoses at all
listed sites in the rows, however. The empty cells in the ecchymoses col-
umns for some manners and circumstances of death are because of this fact.
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were no differences of prevalence based on manner or circum-
stances of death for some recurring injuries or conditions: injuries
to the orbit(s), atlanto-occipital dislocation, and presence of drugs
or alcohol.

Discussion

The definitions provided in the Introduction have a fascinating
history. Ecchymosis is a Greek word adapted to English in 1541
(16). Bruise comes from an old English term, brysan, meaning to
crush or bruise, probably merged with a French word briesier-e,
which means to break or shatter (17). Contusion possibly has the
most elaborate etymology. Its roots are Latin, contusionem, mean-
ing to crush or bruise and passes from Latin through French to our
modern English form, contusion. Adopted into English, it early
graced part 2 of Shakespeare’s Henry VI in 1593, per character
Yorke: ‘‘That Winter Lyon, who in rage forgets Aged contusions,
and all brush of Time; And like a Gallant, in the brow of youth
Repaires him with Occasion.’’ (Italics added) (18). Contusion is fur-
ther a term for this injury with legal standing, established in Ansley
v. Travelers Ins. Co., 27 Tenn. App. 720, 173 S.W.2d 702,704:
‘‘To bruise; to injure or disorganize a part of without breaking the
skin’’ (15).

The preceding data show that these colorful injuries can be cor-
related with the incidence of injuries and manner or circumstances
of death. These findings can be used to assess severity and relative
importance of injuries associated with ecchymoses in death, and to
guide one as regards what to seek in the presence of ecchymoses.

Surprisingly, as common an injury as an ecchymosis is among
the living, they are seen in a relatively small numbers of forensic
cases, 11% in our study. The study is limited, however, because
minor injuries not obviously related to an incident may have been
overlooked and not become part of the autopsy report. Men were
as common as women to have ecchymoses, and there was no dif-
ference between their ages (45 or 47 years). However, injuries by
manners or circumstances of death tended to merge in some char-
acteristics. Considering Table 7, decedents of MVA-O, OA, natural
causes, and suicide were of comparable ages, 58 years, and signifi-
cantly older than victims of MVA-C and homicide, 36 years. This
difference could be because of the associations of younger people
with violent death (19) compared to an older population that is at
risk for death from natural disease. We were interested that our
group, MVA-O, tended to be middle- or older-aged men, mean
59 years, rather than the younger population often associated with
motorcycle or other non-car vehicular accidents, e.g. recreational
vehicles.

As described, decedents of MVA-O were all older middle-aged
men, mean 52 years; as suicides were all men, of younger middle
age, mean 47 years. We note that there were other MVA-O and
suicides in our study group. However, among suicides for example,
only these three had ecchymoses and could be included in the
study. In one case, the ecchymosis was on the chest and corre-
sponded to the compression and heat of a shotgun; in the others,
the ecchymoses were because of placement of a handgun, which
allowed bleeding into the subcutaneous tissue.

As Tables 1, 3, 4, and 6 show, all other manners and circum-
stances of death were divided among men and women, and no
preference was shown for one gender or the other.

The anatomic distribution of ecchymoses, referenced in Table 8,
shows some recurrent patterns. In MVA-C, one might expect the
greatest confluence of multiple injuries, and Table 8 corroborates
this expectation. The face and head had many corresponding ecchy-
moses, fractures, lacerations, and abrasions. The chest, abdomen,
and other torso had moderate injuries and corresponding ecchymo-
ses. Ecchymoses to extremities had extensive overlap of all forms
of injury. By contrast, victims of MVA-O tended to have overlap-
ping injuries in the torso and extremities only. They were prone to
abrasions and lacerations. The last among accidents, those who

TABLE 9—Correlations of ecchymoses and collateral injuries.

Manner EFLA EFL ELA EFA FLA EA EL EF FA LA FL UR

MVA-C 11 4 3 2 2 1 2 2 6 5 7
MVA-O 2 1 1 2 2 1 2 4
OA 1 1 2 2 1 2 12
Homicide 2 1 1 1 1 7
Suicide 3
Natural 2 14

Manner, manner or circumstances of death: MVA-C, motor vehicle acci-
dent, car; MVA-O, motor vehicle accident, other vehicle; OA, other
accident.

Types of injuries and groupings of related injuries in columns: E, ecchy-
moses; F, fracture; L, laceration; A, abrasion; UR, unrelated, i.e. one injury
with no associated collateral injury. Types of injuries connected in terms of
relationship between other kinds of injuries.

TABLE 10—Significance of frequency of ecchymoses without collateral
related injuries (suggests death occurred before collateral or related injury

could bleed ⁄ bruise, or initial injury was lethal by itself).

Manner MVA-C MVA-O OA Homicide Suicide Natural

MVA-C NS 0.0001 NS NS 0.0001
MVA-O NS 0.0001 NS NS 0.0114
OA 0.0001 0.0001 NS NS NS
Homicide NS NS NS NS 0.0207
Suicide NS NS NS NS 0.0103
Natural 0.0001 0.0114 NS 0.0207 0.0103

Manner, manner or circumstances of death; mean age in years; MVA-C,
motor vehicle accident, car; MVA-O, motor vehicle accident, other vehicle;
OA, other accident; mean age in upper row reported in years; NS, not
significant.

There were no differences between decedents of any group with ecchy-
moses and related or collateral injuries.

TABLE 11—Correlations between relative significant prevalence of specific
injuries or diseases based on different manners ⁄ circumstances of death.

Finding More Prevalent Less Prevalent p-Value

Injury to orbit(s) NS
Skull fracture MVA-C Natural 0.0202

Homicide Natural 0.0455
Suicide Natural 0.0083

Brain injury MVA-C Natural 0.0267
Homicide Natural 0.0455
Suicide Natural 0.0083
Suicide OA 0.0333
MVA-O OA 0.0333

AOD NS
Internal lacerations MVA-C Natural 0.0202

Suicide Natural 0.0083
Suicide OA 0.0333

Other disease Natural Homicide 0.0013
Natural MVA-C 0.0001
MVA-O MVA-C 0.0008
MVA-O Homicide 0.0079
Suicide MVA-C 0.0035
Suicide Homicide 0.0179
OA MVA-C 0.0145

Multiple injuries MVA-C All others 0.0014
Drugs or alcohol NS

MVA-C, motor vehicle accident, car; MVA-O, motor vehicle accident,
other vehicle; OA, other accident; AOD, atlanto-occipital dislocation.
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suffered OA, had the greatest confluence of injury in the face and
head, as well as in the extremities.

The overlap of types of injuries is shown in Table 9 and simpli-
fied in Chart 3. Interestingly, ecchymoses without collateral injury
were a common finding, although the combined effect of multiple
injuries was more common. (This chart also does not include the
double-injury overlaps, as an all-inclusive chart would be too
crowded and unwieldy.)

In any kind of accident, the extremities were by far the most
likely to have collateral injuries associated with ecchymoses, noted
elsewhere in the literature regarding the humerus and ankle (20,21).
Other correlations depended on the type of accident, detailed
earlier.

Other studies have occasionally observed internal contusions,
aside from the commonly described cerebral contusions (9,14). We
curiously had only one case of visceral contusion (Table 1, patient
3, a 48-year-old woman with an ecchymosis of the small intestine
following MVA-C). Other organ damage occurred in many settings,
however, but tended to be lacerations from direct trauma or shock
waves of injuries. Apparently, isolated internal ecchymoses are a
rare finding.

Among victims of homicides and suicides, there was no system-
atic confluence of collateral injuries. Natural deaths showed almost
exclusively external ecchymoses with no collateral injuries, except
two cases with facial lacerations.

Table 9 affirms the previous findings but quantifies the overlap
of types of injury without referencing their particular anatomic
sites. As expected, MVA-C has the greatest number and types of
concurrent injuries, and likewise natural disease has the greatest
number of unrelated injuries with no corresponding injuries
(n = 14). The group of decedents from OAs approaches this num-
ber of decedents with unrelated injuries and no corresponding inju-
ries (n = 12), but a few correlated injures are seen. For MVA-O,
homicide, and suicide, there is no particular pattern of correlated
ecchymoses and injury types.

As noted in Results, there were no differences between dece-
dents with ecchymoses in continuity with other injury based on
injury class. However, as summarized in Table 10, several groups
had ecchymoses without collateral injury. The striking finding here
was the consistent difference between natural death and every other
manner or circumstance of death of OA. These two groups were
similar in that collateral injuries did not occur or did not occur in
continuity with other injuries, so other injuries possibly did not con-
tribute to death.

The comparison of other clinical data with injuries summarized
in Table 11 showed two major patterns. Decedents of natural
causes and OAs were far less likely to have skull fractures, brain
injuries, or internal lacerations compared to other decedents; and
other diseases were significantly more common in decedents of nat-
ural disease, MVA-O, and suicide. Interestingly, drugs or alcohol
were not significantly more common in any group of decedents
compared to any other. Specific findings are described in Table 11.

In summary, ecchymoses and their collateral injuries appeared to
distribute into two groups with areas of overlap. The first group
was younger, comprised of victims of MVA-C and homicide, who
suffered more injuries of all types related to ecchymoses than oth-
ers. We attribute this finding to the more-severe injuries sustained
in these manners and circumstances of death compared to other.
There were few differences among these decedents, because many
injuries were essentially concurrent and could contribute to death.
Victims of all types of accidents had more head and face injuries
than others. Ecchymoses with collateral injuries to the extremities
were common in all groups.

The second, older group included victims of MVA-O, OA, natu-
ral causes, and suicide. Victims of natural deaths understandably
had the most ecchymoses that were unrelated to other injuries, and
paradoxically, victims of OA also had many ecchymoses unrelated
to other injuries. We interpret these findings to suggest that the
ecchymoses may have been unrelated to the fatal accident or dis-
ease, and this observation may be corroborated by the different
ages of ecchymoses encountered in these decedents, a factor not
seen in the more-violent deaths of the younger group, where the
ecchymoses were generally fresh and related to the fatal injuries.
Other disease was predictably more common among decedents of
natural death but also of MVA-O and suicide. Use of drugs or
alcohol interestingly did not seem to predominate in any group,
including any kind of accident, although this observation may be
biased by the lower rate of toxicological screening in our cohort.

It is also interesting that there were no indeterminate causes of
death among decedents with ecchymoses. In cases where the
ecchymoses would be related to the manner of injury and death, it
is logical that these cases would not be indeterminate. In other situ-
ations, it would seem likely that at least some cases would be inde-
terminate, but this outcome was not demonstrated in our data.
Therefore, ecchymoses may be a useful surrogate marker of the
likelihood of being able to determine a cause of death, and to direct
the pathologist to continue to seek a cause of death should ecchy-
moses be seen, even if the case otherwise appears to be
indeterminate.
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Recovery of Environmental Human DNA
by Insects*,�

ABSTRACT: We tested the hypotheses that foraging insects can acquire human DNA from the environment and that insect-delivered human
DNA is of sufficient quantity and quality to permit standard forensic analyses. Houseflies, German cockroaches, and camel crickets were exposed to
dusty surfaces and then assayed for human mitochondrial and nuclear loci by conventional and qPCR, and multiplex STR amplification. Over two
experiments, 100% of insect groups and 94% of dust controls tested positive for human DNA. Of 177 individuals, 33–67% tested positive and 13
yielded quantifiable human DNA (mean = 0.022 € 0.006 ng; mean dust control = 2.448 € 0.960 ng); four had at least one positive allele call for one
or more locus; eight others showed multiple peaks at some loci. Results imply that application to routine forensic casework is limited given current
detection methodology yet demonstrate the potential use of insects as environmental samplers for human DNA.

KEYWORDS: forensic science, forensic entomology, human DNA dust, surveillance, environmental sampling, mitochondrial DNA,
nuclear DNA, quantitative polymerase chain reaction, short tandem repeats

Insects were first used in modern forensic investigations in the
late 19th century and are now used routinely in homicide and other
medico-legal investigations (1–3). Most recently, casework and
simulated studies based on short tandem repeat (STR) analysis of
DNA extracted from the gut contents of larval blow flies have
demonstrated that blow flies can provide molecular evidence for
the identification of both victims and criminals (4–6). Owing to the
advances in molecular genotyping and the application of methods
for low copy number DNA forensic analysis, the routine use of
insects in casework is likely to expand (7).

The employment of free-roaming arthropods as environmental
samplers for the surveillance of biothreats has been the focus of our
research for several years. Insects passively acquire or ingest multiple
organic and inorganic materials while foraging in the environment,
and these materials can be easily harvested for analyses using a
variety of detection methodologies (8). In particular, scavenging
insect species are adept at locating organic materials and may be
useful for collecting environmental samples when stealth is indicated.
Further, depending on the material of interest and the detection meth-
odology employed, foraging insects may provide more informative
samples than traditional sampling methods. This study investigates
the potential use of three common insect species, the common

housefly, the German cockroach, and a camel cricket, as collectors of
human DNA that may be relevant to the surveillance of humans
and human activity in enclosed structures. Two of these species, the
housefly and German cockroach, are synanthropic, i.e., highly
adapted to living in close association with humans and human
dwellings, and are also cosmopolitan, i.e., the same species occurs
throughout the world.

Recently, Toothman et al. (9) reported that 97% of 36 environ-
mental swab samples collected from dusty surfaces from multiple
locations within a large academic building tested positive for
human mitochondrial DNA (mtDNA) or human nuclear DNA.
Samples yielded human DNA at levels (0.2–1.1 pg per cm2) high
enough to permit detection using standard forensic techniques, and
61% of samples contained human DNA of adequate quality to per-
mit STR analysis with interpretable results. No obvious trends in
human DNA quantity or quality were detected with respect to
human traffic level and visual dust levels. Results of this study pro-
vide control data for interpreting results of the study reported
herein; both studies were conducted concurrently, and samples were
taken from the same locations and at the same time.

We hypothesized that insects could acquire human DNA from
dust while foraging in an indoor environment and, further, that
insect-delivered human DNA would be of sufficient quantity and
adequate quality to permit standard forensic analyses. Two manipu-
lative experiments were performed to test the effect of insect spe-
cies and sampling location on recovery of human DNA from insect
foragers. The effects of human traffic level and apparent dust level
on recovery of insect-borne human DNA were also examined to
determine whether resulting samples could provide information
about the relative number of past or present human inhabitants.
Human DNA recovered from insects was subjected to qualitative
and quantitative analyses using conventional and quantitative
polymerase chain reaction (qPCR) methods for nuclear and
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mitochondrial loci, and by multiplex STR amplification followed
by ultrathin and capillary electrophoresis. As we report here, results
support our hypotheses and, in so doing, demonstrate the use of
free-roaming insects for the surveillance of humans and human
activity in inaccessible locations and collection of molecular evi-
dence in general.

Experimental Insects

The common housefly, Musca domestica L. (Diptera: Muscidae),
occurs wherever humans and domesticated animals reside and is
considered the most widely distributed synanthropic insect species
in the world. Eggs are oviposited in decaying organic material on
which developing larvae feed until pupation. Adults, which live
2–3 weeks depending on environmental conditions and food
supply, are diurnal scavengers with sponging mouthparts and feed
on liquids or solids liquefied by saliva or vomitus (10). As demon-
strated by the number of human (11,12) and veterinary pathogens
(13) that have been recovered or mechanically vectored, the house-
fly is a superb environmental sampler.

The German cockroach, Blattella germanica L. (Blattodea: Blat-
tellidae), is cosmopolitan and synanthropic and often abundant in
urban dwellings. Development time from egg to adult is highly
dependent on temperature and relative humidity and ranges from
54 to 215 days (14). Both nymphal and adult roaches have chew-
ing mouthparts and are nocturnal scavengers. Similar to the house-
fly, numerous microorganisms of human or animal importance
have been recovered from the German cockroach (15,16).

Camel crickets (= cave crickets), Ceuthophilus spp. (Orthoptera:
Rhaphidophoridae), inhabit dark, cool, and damp environments
including basements, barns, and caves. Omnivorous nymphs and
adults have chewing mouthparts and are nocturnal scavengers;
cave-dwelling species venture outside of caves to forage for food
(17). Although no single Ceuthophilus species is reported to be cos-
mopolitan, members of the same genus typically have similar
behaviors and life histories.

Materials and Methods

Insects

Houseflies and cockroaches originated from colonies maintained
at North Carolina State University, and camel crickets were first-
generation laboratory-reared offspring of locally collected wild par-
ents. Insects were housed and offered appropriate diets and water
ad libitum. Houseflies were held in 35-cm3 aluminum sleeve cages
(BioQuip Products, Rancho Dominguez, CA) and fed on 75%
sugar and 25% milk powder; 2- to 4-day-old adults of both sexes
were used in the experiments. Cockroaches (adult males only) were
held in glass aquaria and fed on dog kibble. Camel crickets (late-
stage nymphal males and females) were held in glass aquaria and
provided with dog kibble and apple. To avoid contamination, all
insect aquaria and cages were sterilized with a 10% bleach solution
and washed with 70% ethanol followed by DNA-free H2O. A sin-
gle person maintained all three species and wore gloves whenever
feeding and handling these insects; cage interiors were exposed to
ambient air only momentarily.

Sampling Locations

Samples were collected from multiple sites as also described in
Toothman et al. (9) within a large (12,300 m2) four-story academic
building containing offices, and research and instructional

laboratories (The Trani Center for Life Sciences, Virginia Com-
monwealth University, Richmond, VA). Locations were selected on
the basis of accessibility, the availability of flat surfaces, and the
number of typical occupants. ‘‘Offices’’ were occupied regularly by
one person with frequent visitors and categorized as ‘‘low-traffic’’
locations. ‘‘Laboratories’’ were typically occupied by five to 10
researchers and categorized as ‘‘medium-traffic’’ locations. ‘‘Class-
rooms’’ were instructional laboratories occupied by c. 100 people
each weekday and categorized as ‘‘high-traffic’’ locations. Three
surfaces (‘‘replications’’) were sampled within each location, and
dust level on each was categorized qualitatively as ‘‘unapparent,’’
‘‘low,’’ ‘‘medium,’’ or ‘‘high’’ as described in Toothman et al. (9).

Foraging Experiments

The ability of foraging adult insects to acquire and deliver
detectable human DNA was tested in two separate experiments.
In Experiment 1, we tested the hypothesis that adult houseflies and
German cockroaches would acquire human DNA by foraging on
dusty indoor surfaces at variable dust and traffic levels. PCR ampli-
fication with mtDNA and nuclear DNA primers was used to deter-
mine the presence or absence of human DNA in nucleic acids
purified from experimental insects. Twenty-four groups of house-
flies and cockroaches, each with five individuals, foraged within
test arenas with an unapparent, low, medium, or high level of dust,
within eight locations that varied in human traffic level (five
‘‘low,’’ two ‘‘medium,’’ and one ‘‘high’’), for a total of 120 individ-
uals of each species. Negative controls included an additional two
to five individuals of each species.

In Experiment 2, we tested the ability of adults of the common
housefly, German cockroach, and immature camel crickets to col-
lect human DNA by foraging on surfaces with a medium dust level
within six locations, three with a high traffic level (classrooms) and
three with a low traffic level (offices). The quantity of human
DNA recovered by individual insects was quantified by qPCR (see
‘‘Molecular Assays’’ below). Quality of insect-borne human DNA
was assessed by subjecting each sample that yielded a detectable
quantity of human DNA to STR analysis (see ‘‘Molecular Assays’’
below). In high-traffic locations (classrooms), three surfaces (repli-
cates) were sampled, whereas only one surface was sampled in the
smaller low-traffic locations (offices) due to the lack of available
surfaces, for a total of 60 individuals of each of the three species
(total n = 180). An additional two to five individuals of each spe-
cies that were not permitted to forage served as negative controls.

In both experiments, insects were chill-anesthetized, and five indi-
viduals of the same species were placed under a 18 · 32 · 10 cm
sterile transparent plastic box (Sterilite�; Sterilite Corporation,
Townsend, MA) and allowed to forage on the 576-cm2 exposed sur-
face (counter top, desk, or bookshelf) for 1 h € 5 min. Insects were
removed from the sampling area by inserting a clean sterile sheet of
rigid paper stock between the surface and the box. Recovered insects,
grouped by box, were sacrificed by freezing at )20�C and later
transferred individually to sterile 1.5-mL tubes within 2 days.

DNA Extraction

Each insect sample was partially homogenized using a sterile
pellet pestle in 400 lL B1 Cell Lysis Solution from the Mo Bio
UltraCleanTM BloodSpinTM purification kit (Mo Bio, Inc., Carlsbad,
CA) previously shown to collect any material adhering to the exte-
rior or ingested while avoiding potential inhibitory co-extracts (8).
Insect exoskeleton and other solids were allowed to settle at room
temperature for 1 min after which all liquid was transferred to a
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sterile 1.5-mL tube for DNA extraction. Total DNA was extracted
from samples using the Mo Bio UltraCleanTM BloodSpinTM purifi-
cation kit. All other operations were performed according to the
manufacturer’s instructions resulting in a final elution volume of
50 lL per insect specimen. This material was used directly as
template for all assays. Absence of kit-based and operator-induced
contamination was verified by performing kit extraction blanks with
DNase-free water along with each set of DNA extractions.

Molecular Assays

Assaying Purified Samples for Presence and Quality of
Human DNA—The presence and quality of human DNA recovered
from insects was evaluated by traditional PCR using nuclear and
mitochondrial primers. In Experiment 1, samples were assayed for
the presence of human nuclear DNA using primers that amplified the
region flanking the polymorphic Alu sequence in the tissue plasmino-
gen activator gene on human chromosome 8 (TPA25) (18). mtDNA
was assayed using two mtDNA primer sets consisting of one forward
primer (F16140 = ‘‘mtDNA-A’’ or F16190 = ‘‘mtDNA-B’’) and
reverse primer R16420 (19,20). In Experiment 2, samples were
assayed for the presence of human nuclear DNA using the ABI
QuantifilerTM Human DNA Quantification Kit (Applied Biosystems,
Inc., Foster City, CA). In Experiment 2, the mtDNA primers were
combined to perform a single duplexed reaction per sample.

All PCRs contained the following: three parts JumpStartTM RED-
TaqTM ReadyMixTM PCR Reaction Mix (Sigma, St. Louis, MO),
one part forward + reverse primer mix at 5 mM concentration per
primer (Integrated DNA Technologies, Coralville, IA), and two parts
template DNA. All PCRs were conducted with an initial polymerase
activation step at 94�C for 3 min 30 sec, followed by 40 cycles of
94�C for 30 sec, 57�C for 30 sec, and 72� C for 20 sec. Absence of
PCR master mix contamination was verified by performing negative
PCR controls (H2O used as template) with every set of reactions.
The products of TPA25 PCRs were visualized on 6% polyacrylamide
gels (PAGE); mtDNA products were visualized on PAGE or 2%
e-Gels (Invitrogen, Carlsbad, CA), and QuantifilerTM products were
assayed using the Bio-Rad iCycler (Bio-Rad, Hercules, CA).

Quantitation of Human DNA Recovered from Insects—Quanti-
tation of human DNA was performed for all samples in triplicate
using the QuantifilerTM Human DNA Quantification Kit (Applied
Biosystems) with duplicate standard human DNA dilutions on every
plate. The dynamic range of the assay covered four orders of magni-
tude, ranging from 0.023 to 50 ng ⁄lL. Each of the three insect spe-
cies was run on each of 10 assay plates. To ensure consistency of
quantification estimates across assays, insect replicates were per-
formed in different plates. Assays were performed using a Bio-Rad
iCycler-iQTM Real-Time PCR Detection System. Reaction conditions
were as recommended by the manufacturer with one exception: input
of each sample was 1.6 lL in 20-lL total reaction volume. Optimiza-
tion was limited to increasing the number of cycles from the standard
40–45 cycles to accommodate observed low quantities of human
DNA. Correlation coefficients for standard curve reactions averaged
0.976 (€0.055) for each assay. Protocols for the iCycler-iQTM were
based on those recommended for the ABI platform.

STR Analysis of Positive Samples

All insect samples yielding human DNA from the qPCR assays
(n = 34) were subjected to STR analysis. Nine human loci were
amplified using AmpF‘STR� Profiler PlusTM PCR Amplification
Kit (Applied Biosystems) as per the manufacturer’s instructions.

PCRs were performed using a PTC-100 Thermal Cycler (MJ
Research, Inc., Watertown, MA) and were resolved primarily using
ultrathin polyacrylamide automated genotyping on an MJ BaseSta-
tion 51TM (MJ Bioworks, Inc., Sauk City, WI), under standard
conditions, specifically a 30-sec constant injection at 4000 V and a
collection run totaling 6000 scans. Allele analyses were performed
using Cartographer v1.2.6sg software (MJ Bioworks). To determine
concordance across capillary platforms, 10% of all Profiler PlusTM

reactions were also analyzed on an ABI Prism� 3100-AvantTM,
following standard default conditions for fragment separation,
including a 5-sec injection time. The detection threshold for all Pro-
filer PlusTM reactions was 75 RFU (relative fluorescence unit) and
200 RFU for all MJ BaseStation reactions.

Contamination Control Measures

Control measures were implemented to ensure that recovered
human DNA was acquired by insects through experimental exposure
to dusty surfaces only and not from handling. With the exception of
the foraging trials, all preamplification procedures were conducted
under a laminar flow hood. Long gloves over long sleeves were
worn during all manipulations, and surfaces and instruments were
cleaned with 10% bleach followed by 70% ethanol. Aerosol-barrier
pipette tips and other sterile consumables were opened, used, and
closed by one technician only. Frequently used reagents were
aliquotted into smaller tubes, and remainders discarded after use. All
negative controls, including unexposed insects, DNA extraction
blanks, and PCR negative control reactions tested negative, confirm-
ing the absence of human DNA contamination in reagents and test
samples. An STR profile was generated for the individual who main-
tained all insects and performed most of the analyses.

Data Analyses

To determine whether the percentage of individuals within each
group that tested positive for human mtDNA and human nuclear
DNA differed between insect species, among locations, or between
insect species with respect to location, data from Experiment 1 were
subjected to analysis with a two-way analysis of variance (ANOVA)
(SPSS v.14.0.2; SPSS Inc., Chicago, IL), and resulting means were
compared using Tukey’s HSD. Prior to analyses, data were trans-
formed by the arcsine of the square root when necessary to correct
for non-normality; otherwise, all assumptions for parametric analysis
were met. Similar analyses were used to compare the percentage of
human mtDNA-positive individuals in Experiment 2, except that
results for the smaller low-traffic areas, sampled from one surface
rather than three, were analyzed in a separate one-way ANOVA. The
percentage of individuals that tested positive for human nuclear DNA
in at least one of the triplicate qPCR was compared among the three
species within each of the two location groups (classrooms and offi-
ces) and within each of the two location groups in separate Kruskal–
Wallis rank tests (SigmaStat v.3.1; SysStat Software, Inc., San Jose,
CA). Likewise, DNA quantity was compared among insect species
and locations in separate Kruskal–Wallis rank tests (SigmaStat v.3.1).
In addition, group means were calculated as the percentage of posi-
tive individuals within each group of five individuals.

Results

Presence of Human DNA

Housefly and Cockroach Foragers at Variable Traffic and
Dust Levels (Experiment 1)—Results support the hypothesis that
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foraging insects can acquire human DNA from environmental dust;
however, the proportion of positive samples did not vary with
respect to human traffic or dust level. Overall, 85% of individual
cockroaches and 87% of all houseflies tested positive for human
DNA (n = 120 for each species). More houseflies (75%) tested
positive for mtDNA-A or mtDNA-B than cockroaches (59%)
(p £ 0.018; Table 1). The percentage of human mtDNA-positive
individuals did not differ among locations (p = 0.287), nor between
insect species with respect to location (p = 0.331) (Fig. 1A). Like-
wise, the percentage of individuals (26.2 € 3.5%) that tested posi-
tive for the human nuclear locus TPA25 did not differ significantly
between insect species, among sampling locations (p = 0.827), nor
between species with respect to location (p = 0.948) (Fig. 1B). The
mean detection rate for human nuclear DNA across the three repli-
cated samples taken at each location was 71% for houseflies, 95%
for cockroaches, and 100% for comparable swab samples
(Table 1). Human DNA was not detected in any of the control
insects or PCRs.

Housefly, Cockroach, and Cricket Foragers at Two Traffic
Levels and One Dust Level (Experiment 2)—Results provide a
replicated test of the hypothesis that foraging insects can acquire
human DNA from environmental dust; however, the informative
value of human DNA samples did not vary with respect to human
traffic. Human DNA was recovered from 73 to 88% of insects
(n = 60 for each species) that foraged on surfaces with a medium
dust level in high- or low-traffic locations. At ‘‘high-traffic’’ loca-
tions (classrooms), the percentage of individual insects that tested
positive for human DNA with mtDNA-A or mtDNA-B differed
among the three insect species (p = 0.03). More (p = 0.034) cock-
roaches (69%) tested positive for human mtDNA than camel crick-
ets (38%), but there was no difference (p ‡ 0.074) between
cockroaches and houseflies (44%) or between houseflies and crick-
ets (Table 2). The percentage of individuals that tested positive for
human mtDNA differed significantly (p = 0.039) among locations,

but not among species with respect to location (p = 0.666). In low-
traffic areas (offices), the percentage of human mtDNA-positive
individuals did not differ among the three insect species
(p = 0.579) nor the 12 sample locations (p = 0.118) (Table 2). The
mean mtDNA detection rate for all three insect species was 100%,
compared to 75% for comparable dust samples (Table 2). The pro-
portion of nuclear human DNA-positive individuals differed among
insect species (p = 0.018) with more cockroaches (60%) testing
positive than camel crickets (20%); neither cockroaches and house-
flies (40%) nor houseflies and crickets differed (p ‡ 0.05)
(Table 2). The percentage of human nuclear DNA-positive individ-
uals did not differ (p = 0.812) within high-traffic classrooms nor
within low-traffic offices (p = 0.812). Overall, human nuclear DNA
was detected in 89% of the locations sampled by insects, including
one sublocation (classroom 2–1) for which dust samples were nega-
tive (Table 2).

Quantitation of Insect-borne Human DNA (Experiment 2)—
Reproducibility of 20 standard curves across 10 assay plates
(Fig. 2) using the same dilution series was high, as indicated by
the relatively small standard errors. Internal positive controls indi-
cated no evidence of inhibition associated with insect extracts. Ct
values for 65 of 66 specimens ranged from 30.15 to 37.45
(Ct = 17.29 for the outlier), and deviation across replicate assays
was in general <3% (Fig. 2). The quantity of human DNA recov-
ered from insect foragers was estimated to range from <0.001 ng
to 0.181 ng per individual, with the exception of a single housefly
that yielded 418.75 ng (n = 66 positive insects; Table 2). Overall,
the mean quantity of human DNA was higher in housefly
(0.028 € 0.007 ng) and cockroach (0.027 € 0.007 ng) samples than
in camel cricket (0.011 € 0.005 ng) samples (p = 0.006); compara-
ble dust samples yielded a mean of 2.448 € 0.556 ng of human
DNA (Table 2). The mean quantity of human DNA among the
three insect samples did not differ among the low-dust offices
(p = 0.074) nor among high-dust classrooms (p = 0.850). Of 531

TABLE 1—Insect recovery of human DNA from indoor surfaces at variable dust and human traffic levels (Experiment 1). Insects were exposed to a 576-cm2

dust-covered area for 60 € 5 min. Data represent the percentage of individuals (n = 5) of each insect species in three replications that tested positive for
human mtDNA or human nuclear DNA. Results for comparative surface swab samples (‘‘Dust’’) are from Toothman et al. (9).

Sample Name Replicate Traffic Level Dust Level

Human mtDNA (% Positive)
Human Nuclear DNA

(% Positive)

Dust Fly Roach Dust Fly Roach

Classroom 1 1 High Unapparent 100 80 30 33.3 20 60
2 High High 33.3 70 70 66.7 20 20
3 High Medium 100 70 70 66.7 40 20

Office 1 1 Medium High 100 80 70 33.3 40 60
2 Medium Low 100 50 60 66.7 20 20
3 Medium High 66.7 90 90 33.3 40 20

Office 2 1 Medium High 100 100 70 66.7 20 20
2 Medium High 100 100 80 100 60 20
3 Medium Low 0 90 90 33.3 0 60

Office 3 1 Medium Unapparent 100 90 40 100 0 20
2 Medium Unapparent 100 40 60 66.7 20 40
3 Medium Low 100 60 80 66.7 20 20

Laboratory 1 1 Low Medium 100 100 60 66.7 40 20
2 Low High 100 70 50 33.3 0 40
3 Low High 100 60 80 66.7 0 40

Laboratory 2 1 Medium Low 100 80 30 100 20 0
2 Medium Low 100 40 50 66.7 0 20
3 Medium Low 100 50 80 100 20 60

Laboratory 3 1 Low Low 100 100 10 66.7 40 20
2 Low Low 100 90 50 100 40 20
3 Low Medium 100 70 20 66.7 0 20
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total reactions (each sample tested in triplicate), 17.3% € 3.2%
yielded quantifiable human DNA, and 37.3% € 7.1% of 177 insect
samples tested positive in at least one of three replicate reactions.
Of these 66 samples, 9% tested positive in all three reactions, 21%
tested positive in two reactions, and 70% tested positive in only
one reaction. All positive control samples tested positive, and all
negative control samples tested negative for human DNA.

STR Analyses

Of the 34 positive insect samples (13 roaches, 12 flies, and 9
crickets) subjected to AmpF‘STR� Profiler PlusTM PCR amplifi-
cation, 41% yielded STR alleles; five (12%) yielded at least one

allele call for one or more loci; and three (24%) exhibited mixtures
of three to five alleles (Table 3). The profile of alleles for the indi-
vidual who maintained insects and performed molecular genetic
analyses was not detected among the suite of alleles that amplified
for any insect sample. Most allele signals were near or below 500
RFU; additionally, distinct peaks were present in many samples
that could be discerned from background noise but were below the
detection threshold. Seven representative reactions run on the MJ
BaseStation 51TM were also visualized on an ABI Prism� 3100-
AvantTM to test concordance with a forensics industry standard
machine (Table 4, Fig. 3). Concordance between the two analysis
platforms was 80%, and one of six samples had four of five allele
designations matching between the two platforms. Lack of concor-
dance was attributable to loss of detectable alleles below the ABI
Prism� 3100-AvantTM scoring threshold, not to mislabeling or
misscoring.

Discussion

Presence of Human DNA in Dust Acquired by Insects

This study provides the first evidence that foraging insects can
serve as human DNA collectors. All three species tested, the com-
mon housefly, German cockroach, and camel cricket, acquired
detectable human mtDNA and human nuclear DNA while foraging
on dusty indoor surfaces. Overall, human mtDNA was detected
more readily than human nuclear DNA. The mean number of
human mtDNA-positive individuals in each species group of five
ranged from one to five individuals (20–100% positive), resulting
in the detection of human mtDNA at all 16 of the sample locations
(i.e., a 100% detection rate). In contrast, the percentage of individu-
als within each group that tested positive for human nuclear DNA
ranged from 0 to 100%, and human nuclear DNA was detected in
89% of the sample locations. Similar differences were reported for
comparative dust samples with very small quantities of human
DNA (9). Nevertheless, this study demonstrates that insect samplers
can provide evidence of human habitation and potentially more
complete information about the identity of the human occupants in
downstream forensic analyses. Further, this study demonstrates the
utility of insects as environmental samplers of molecular evidence
in general.

Detection of Human DNA with Respect to Insect Species

All three insect species delivered evidence of human DNA after
exposure to dusty indoor surfaces. In Experiment 1, more house-
flies (75%) tested positive for human mtDNA-A or mtDNA-B than
cockroaches (59%) (p = 0.05). In contrast, only 44% of houseflies
tested positive in Experiment 2, compared to 58% of cockroaches
and 38% of camel crickets (houseflies vs. cockroaches, p = 0.074;
houseflies vs. crickets, p = 0.05; cockroaches vs. crickets,
p = 0.05). Differences in housefly delivery of human DNA
between the two experiments may reflect timing of the experiments
with respect to the circadian periodicity of foraging activity. House-
flies are diurnal, and, serendipitously, Experiment 1 was conducted
on a summer afternoon, and Experiment 2 was conducted on an
early evening in autumn. This illustrates the importance of appro-
priate knowledge of the life history and ecology of insects
employed as environmental samplers. Additional factors that could
affect foraging activity include insect age or physiological state,
environmental factors, such as light intensity and quality, relative
humidity and temperature, or the quantity of human DNA in the
environment.

FIG. 1—Delivery of human DNA by adults of the common housefly and
German cockroach after foraging on indoor surfaces with variable dust
levels in rooms with variable traffic levels (Experiment 1). (A) Human
mtDNA. The percentage of positive individuals in each group of five (21
groups of each species) did not differ (p > 0.05) between species, among
sample locations, or by the interaction of these effects. (B) Human nuclear
DNA. The percentage of positive individuals in each group of five (21
groups of each species) did not differ (p > 0.05) between species, among
sample locations, or by the interaction of these effects. See Table 1 for dust
and traffic levels at each sample location.
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Detection of Human DNA with Respect to Location

DNA was acquired by insect foragers from all locations sampled
in the two experiments; however, no consistent pattern of human
DNA collection was revealed with respect to traffic level. Owing
to the restrictions of the experimental design and available locations
for sampling, traffic levels (assigned by location) were not sampled
equally, so the effect of human traffic level on insect sampling effi-
ciency is difficult to infer; however, one of the three locations with
high traffic and medium dust levels yielded a consistently higher
percentage of insects with detectable human DNA (classrooms;
Table 2, Fig. 3). Similar results were found in the quantity of
human DNA that can be recovered from environmental isolates
composed primarily of dust (9). Thus, an important message gar-
nered from these studies is that high human traffic conveys a high
likelihood of detecting three or more people but, at the same time,
low human traffic does not necessarily limit the availability of
detectable human DNA.

Detection, Quantitation, and STR Analysis of Human DNA
Acquired by Insects

This study demonstrates that omnivorous scavenging insects can
acquire detectable human DNA from the environment. Previously,
the gut contents of necrophagous species have been utilized as a
source of human DNA (21,22). In addition, human DNA has been
recovered from three hemophagous species, a mosquito (23), the
human body louse (24), and bed bug (25). In the present study,
63% of adult houseflies, 54% of adult cockroaches, and 21% of
immature camel crickets acquired and delivered detectable human
DNA by foraging on dusty indoor surfaces (Tables 1 and 2). The
group-wise detection rate (at least one of five individuals in the
same group tested positive) for human mtDNA was 100% for all
three insect species over 33 sample locations. In comparison, 88%
of comparable dust samples taken from adjacent areas in the same
sample locations tested positive in at least one of three replicated
reactions for human mtDNA. Results demonstrate the potential use
of free-foraging insects for the collection of forensic evidence.

We offer several suggestions relating to applications involving
insect samplers of environmental human DNA. Samples should be

assayed first for the presence of human DNA using traditional
PCR before performing more expensive qPCR. As expected, the
multi-locus TPA25 was more sensitive than qPCR for detecting
the presence of human DNA. With regard to extrapolating below the
lowest human DNA standard in the qPCR assay, despite concerns
expressed previously (26), we found that detection below the lower
standard amount appeared to be an acceptable indication (deviation
<3%) that sufficient intact human DNA was present in insect isolates
to result in STR signals. Based on the range of human DNA detected
after insects were allowed to forage for 1 h, we suggest that when
qPCR is used to assay samples suspected to have a very small quantity
of human DNA within an extremely large quantity of background
DNA, the dilution curve should be extended by including lower
quantities of standard DNA and, further, that the number of human
DNA standard replicates should be increased to three per plate.
In combination, these two measures should alleviate the need to
extrapolate starting quantities of samples.

TABLE 2—Insect recovery of human DNA from indoor surfaces with medium dust levels in classrooms (‘‘class’’) with high human traffic levels and offices
(‘‘office’’) with low human traffic levels (Experiment 2). Insects were exposed to a 576-cm2 dust-covered area for 60 € 5 min. Data represent the mean

percentage of individuals (n = 5) in three replicated groups of each insect species that tested positive for human mtDNA or human nuclear DNA. Quantity of
human DNA (ng ⁄ sample) was determined by qPCR.

Sample

Human mtDNA (% Positive)
Human Nuclear DNA

(% Positive) Human DNA Recovered (x € SD) (ng ⁄ sample)

Dust Fly Roach Cricket Dust Fly Roach Cricket Dust Fly Roach Cricket

Class 2–1 0 40 100 40 0 40 60 0 N ⁄ A 0.011 € 0.024 0.077 € 0.104 N ⁄ A
Class 2–2 100 40 100 60 100 20 80 40 2.389 € 1.350 0.015 € 0.033 0.027 € 0.027 0.054 € 0.110
Class 2–3 100 100 100 60 100 80 60 0 5.656 € 3.403 0.041 € 0.040 0.021 € 0.217 N ⁄ A
Class 3–1 100 100 100 100 100 80 60 0 4.734 € 0.994 0.042 € 0.030 0.038 € 0.041 N ⁄ A
Class 3–2 0 100 100 60 100 40 20 40 0.797 € 0.681 0.034 € 0.055 0.012 € 0.027 0.012 € 0.017
Class 3–3 100 100 100 40 100 40 20 20 2.203 € 1.657 0.023 € 0.034 0.008 € 0.019 0.009 € 0.019
Class 4–1 100 20 20 60 100 40 60 20 1.112 € 0.172 0.015 € 0.022 0.015 € 0.020 0.001 € 0.003
Class 4–2 100 100 100 100 100 0 40 20 2.222 € 0.420 N ⁄ A 0.033 € 0.048 0.017 € 0.038
Class 4–3 100 80 100 20 100 40 60 40 1.995 € 0.042 0.044 € 0.080* 0.060 € 0.109 0.025 € 0.050
Office 4 100 60 40 40 100 40 20 40 4.828 € 1.438 0.001 € 0.002� 0.060 € 0.109 0.004 € 0.008
Office 5 0 80 100 60 100 40 40 20 0.062 € 0.005 0.001 € 0.002 0.004 € 0.007 0.003 € 0.006
Office 6 100 60 20 40 100 40 40 20 0.926 € 0.484 0.091 € 0.133 0.012 € 0.019 0.002 € 0.005

*This group includes the individual noted in Tables 3 and 4, and Fig. 3.
�One individual yielding 418.75 ng of human DNA was omitted as an outlier (n = 4).

FIG. 2—Calibration curves across 10 qPCR plates utilized to quantify
human DNA recovered from insects. Points represent the mean € SE for
n = 20 replicates (two per plate); actual amounts of input human DNA
(ng ⁄ lL) are shown to the right of each point.
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Insect samplers with as little as 0.8–5.1 pg ⁄lL of input human
DNA yielded interpretable STR profiles (Table 3). This illuminates
the need for documenting standards for forensic DNA practice
(9,26) and validating methods for the collection of human DNA
evidence provided by insects. At present, the use of insects for the
collection of environmental human DNA for STR analysis is lim-
ited by inconsistency of acquisition and apparent quality of human
DNA. These limitations could be overcome by pooling individual
insect samples prior to analysis, resulting in a fivefold increase in
human DNA quantity. Alternatively, enzymatic ⁄assay enrichment
of the small quantities of human DNA by whole genome amplifica-
tion (WGA) or low copy number PCR (LCN-PCR) could be used
to increase the potential for detecting human habitation of a partic-
ular space.

Implications

Results indicate that the use of insect samplers has limited appli-
cation at the present time for routine forensic casework where the
purpose of testing is to identify a specific human. However, this
study demonstrates the potential use of free-roaming insects as
environmental samplers of human DNA and other molecular evi-
dence, thus potentially expanding the applications of forensic ento-
mology to include general surveillance of human groups and for
verifying human activity within enclosed areas. In particular, this

approach may prove useful for biological and homeland security
cases where stealth is indicated. Because insects passively acquire
environmental evidence, multiple organic (e.g., pathogens) and
inorganic (e.g., explosives) materials can be collected simulta-
neously with human DNA. Although insects delivered much smal-
ler quantities of human nuclear DNA (<0.001–0.181 ng per
individual) than direct surface swabbing of the entire sampling area
(9–28 ng ⁄cm2) (9), insects can sample locations that are physically
inaccessible to human investigators. For example, indigenous or
released insects could be captured from an adjacent structure under
surveillance, potentially offering information about past or present
inhabitants. Because synanthropic insects, such as houseflies,
German cockroaches, and camel crickets, are inherent components
of human habitats, they are not likely to cause suspicion. With
advancements in analytical technology and statistical deconvolution,
the role of insect samplers in forensic and medico-legal investiga-
tions will increase in value and new applications are likely to arise.
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observed for a locus.

Platform Insect Species Sample Location Amelogenin FGA vWA D3 S1358 D5 S818 D7 S820 D8 S1179 D13 S317 D18 S51 D21 S11

ABI Fly* Classroom 4 X,X 1 2 2 2 – 1 – – 1
MJ X – 2 2 – – 3 – – 1
ABI Fly Office 3 – – – – – – – – – –
MJ – – – – – – – – – –
ABI Roach Classroom 2 – – – – 1 – 1 – – 1
MJ X 1 1 3 – – 2 – – –
ABI Roach Classroom 3 – – – – 1 – – – – –
MJ X 3 5 2 – – 3 – 1 5
ABI Roach Classroom 4 – – – – – – – – – –
MJ – – – – – – – – – –
ABI Cricket Classroom 2 – – – – – – – – – –
MJ X – 1 – – – 1 – – –

*Same individual as noted in Tables 2 and 4, and Fig. 3.

TABLE 3—Allelic data for 12 insect samples that tested positive for human DNA, assayed using AmpF‘STR� Profiler PlusTM and resolved on MJ
BaseStation 51TM. Numbers represent the number of alleles observed at each locus (e.g., ‘‘5’’ indicates where five alleles were detected for vWA from a roach

in Classroom 3, indicating that more than two people were detected). Dashes indicate where no alleles were observed for a locus.

Insect
Species

Sample
Location

Traffic
Level

Input DNA
(pg ⁄ lL) Amelogenin FGA vWA D3 S1358 D5 S818 D7 S820 D8 S1179 D13 S317 D18 S51 D21 S11

Fly* Classroom 4 High 3.669 € 3.301 X – 2 2 – – 3 – – 1
Fly Office 3 Low 8.375 € 14.506 – – – – – – – – – –
Roach Classroom 1 High 0.496 € 0.859 – – – – – – – – – –
Roach Classroom 2 High 5.092 € 1.839 X 1 1 3 – – 2 – – –
Roach Classroom 3 High 1.190 € 2.061 X 3 5 2 – – 3 – 1 5
Roach Classroom 3 High 1.246 € 2.596 X – – – – – – – – –
Roach Classroom 4 High 0.767 € 1.328 X – – 1 – – – – – 1
Roach Classroom 4 High 2.106 € 3.595 – – – – – – – – – –
Roach Classroom 4 High 5.097 € 7.031 X – – – – – – – – –
Cricket Classroom 1 High 0.429 € 0.744 – – – – – – – – – –
Cricket Classroom 2 High 5.004 € 5.088 X – 1 – – – 1 – – –
Cricket Office 3 Low 0.054 € 1.164 – – – – – – – – – –

*Same individual as noted in Tables 2 and 4, and Fig. 3.
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Homicide, Psychopathy, and Aging—A
Nationwide Register-based Case-comparison
Study of Homicide Offenders Aged 60 Years
or Older*

ABSTRACT: With populations aging there have been some concerns on elderly offending. We compared elderly homicide offenders with a
younger comparison group with special emphasis on psychopathy. We analyzed nationwide register-based material on all homicide offenders aged 60
or older who were in a forensic psychiatric examination in Finland 1995–2004 and their gender-matched comparison group of younger homicide
offenders. The offenders 60 years or older were diagnosed less often than the younger ones with drug dependence and personality disorders and more
often with dementia and physical illnesses. The mean Psychopathy Checklist—Revised total scores as well as factor and facet scores were lower in
the 60 or older age group. The group 60 years or older had significantly lower scores on eight individual items of social deviance. The interper-
sonal ⁄ affective factor 1 scores did not differ. Understanding the possible underlying phenomena of violent behavior may provide help for developing
services for the elderly.
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The risk of homicidal offending decreases with increasing age
from middle age onward (1). There are several reasons for this:
symptoms of personality disorders mellow down, physical frailty,
and lessened social contacts, and so on. Furthermore, offenders
with antisocial personality have high mortality rates (2). Yet, there
have been concerns about increasing numbers of elderly offenders
and prisoners (3–7). In Finland, the number of homicide offenders
aged 60 or older has remained quite stable during the past decades.
In 1960–1974, the proportion was 6.5% and in 2003–2007 it was
5.8% of all homicide offenders (8).

Psychiatric illness has been found prevalent among elderly
offenders and prisoners (4,7,9,10). The prevalence of specific diag-
noses has varied in different studies. Some studies have found
depression common among elderly prisoners (10,11), while others

have not (12). Furthermore, Rosner et al. (12) found schizophrenia,
personality disorders, and alcoholism prevalent among geriatric
offenders, while Fazel and Grann (13) found a Swedish offender
population with a lesser likelihood of schizophrenia or personality
disorders and a higher likelihood of dementia or affective psycho-
sis. In addition, Taylor and Parrot (9) found a lesser prevalence of
personality disorders among elderly offenders. Alcohol abuse is
widespread among elderly offenders, like within the younger ones
(6,14).

Psychopathy is an important concept in explaining criminal
behavior, particularly violent criminality (15). Egocentricity and
impulsivity, lack of empathy and remorse, as well as shallow and
labile affects are typical personality traits in psychopathy alongside
violation of social norms (15). The most commonly used opera-
tional definition of psychopathy is the Hare Psychopathy Check-
list—Revised (PCL-R) (15). The prevalence of antisocial
personality disorder and PCL-defined psychopathy has been found
to decline with age (16,17). Although research on psychopathy is
rather extensive, to our knowledge no previous studies on psychop-
athy of aging homicide offenders exist.

Because the populations of many Western countries are aging, it
is necessary to have multifaceted knowledge on issues associated
with elderly homicide. Yet, previous studies have been limited by a
lack of standardized diagnostic instruments and by selection bias
(3). Because psychopathy is an important concept in explaining
violent behavior, it should also be used in explaining elderly vio-
lence. In the present nationwide study, we compared elderly offend-
ers with younger ones regarding demographics, past and present
offenses, and psychiatric morbidity. Our special aim was to
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compare their scores on psychopathy. We hypothesized that the
elderly homicide offenders would score less on psychopathy than
the younger ones.

Methods

Study Sample

The material of this study was register-based, comprehensive,
and nationwide. It consisted of all Finnish forensic psychiatric
examination reports for offenders prosecuted for homicide between
1995 and 2004 (N = 749). These 749 offenders were prosecuted
for 700 homicidal events with 757 victims. For this study, cases
with an offender at least 60 years of age (n = 25) were identified
and gathered for analyses. There were three such women and 22
men. Of the remaining offenders in the national data, a random
sample of 25 gender-matched offenders formed the comparison
group. The data file was sorted by time, and each case received
her ⁄ his comparison as the next consecutive gender-matched offen-
der. Three (12%) older and seven (28%) younger offenders were
prosecuted for murder, and 22 (88%) older and 18 (72%) younger
for (voluntary) manslaughter. The mean age of the older offenders
was 66.8 (SD 5.7, 60–82) and of the younger 34.8 (SD 10.8, 19–
59). We chose the age 60 to match previous forensic research on
the elderly (7,13,18,19).

Data Sources

The average age of Finnish male homicide offenders is
37.5 years and that of female homicide offenders 38.8 years. The
homicide rate of Finns 60 years or older is ca. 0.1 per
100,000 women ⁄ year and slightly over 1 per 100,000 men ⁄year
(20).

In Finland between 1995 and 2004, the mean clearance rate for
homicide was 92% (21). Hardly any victims of homicide remain
unknown to the police (22). Furthermore, during 1995–2004, a total
of 1046 people were prosecuted for homicide (23), and 749 (71%)
of these were referred to a forensic psychiatric examination.
According to Finnish law, the courts decide if a forensic psychiatric
examination is required. These examinations are thorough inpatient
evaluations, including exhaustive data collected from various
sources, and psychiatric and psychological assessments. The foren-
sic psychiatric reports have effectively been used as study material
before and their reliability is deemed high by both courts and
scientists (24,25). Furthermore, the National Authority for Medico-
legal Affairs (NAMA) instructs and controls the standards of the
examinations. All reports for this study were carefully analyzed for
variables related to psychosocial and mental health issues: offend-
ers’ socio-demographic variables, adulthood criminality, use of
mental health services, suicidal behavior, and the results of the
forensic psychiatric examination, including crime scene variables
and psychiatric diagnoses. Inter-rater reliability of variables was
assessed in our previous studies, with partially the same data and
data collection procedure (26). Only variables with a substantial or
perfect agreement were included in the study.

PCL-R (15) is a 20-item rating scale based on a semi-structured
interview and a review of collateral information. The items are
rated on a three-point scale consistent with the degree to which the
personality and behavior matches the item description. The total
score adds up to 40. In addition to the diagnostic cutoff score of
30 recommended by Hare (15), a second cutoff score of 25 is fre-
quently used in European studies (27,28) and others to enable com-
parison (29). In this study, we reported both. The revised scale has

a two-factor structure, the interpersonal ⁄affective and social devi-
ance, and four facets, interpersonal, affective, lifestyle and antiso-
cial (15). In this study, we reviewed forensic evaluation reports of
the offenders, and the PCL-R was retrospectively rated by trained
raters. Studies have shown that file-only PCL-R ratings can be used
for research purposes with solid reliability, but they are likely to
result in lower PCL-R scores (28,30). Furthermore, our raters were
blind to case versus comparison group status.

To further evaluate inter-rater agreement of the PCL-R, 20
reports were randomly chosen from the total national data and rated
by all raters after preparation in workshop attendance and numerous
training sessions. The inter-rater agreement was assessed using
intraclass correlation ICC(2,1). The ICC (for absolute agreement for
a single rater) was 0.898 for the PCL-R total score; 0.735 for factor
1 and 0.920 for factor 2 scores. All correlations were significant
(p < 0.001). The internal consistency, as measured by Cronbach’s
alpha, was 0.89 for all items, 0.86 for factor 1 and 0.79 for factor
2, 0.84 for facet 1, 0.83 for facet 2, 0.87 for facet 3, and 0.64 for
facet 4.

The NAMA and the Ministry of the Interior approved the study
procedures.

Statistical Analyses

Data analyses were made with SPSS 16.0 statistical software
package. Chi-square analysis and Fisher’s exact test were used to
compare differences in frequencies between groups. Differences in
mean PCL-R scores were assessed by Mann–Whitney U-test. The
independent samples t-test was used to compare differences in
mean of ages. Effect sizes were calculated using Cohen’s d. Find-
ings were considered significant if p < 0.05.

Results

As shown in Table 1, there were no significant differences
between the older and younger groups in demographic variables,
psychiatric treatment history, previous suicidal behavior or criminal-
ity, and only one difference in the crime scene variables. The mean
age of the victims of the older offenders was 54.9 years (SD 13.8,
29–86) and of the younger ones 39.1 years (SD 14.3, 12–69). This
difference in means was significant (p < 0.001, t-test). The

TABLE 1—Comparison of older and younger homicide offenders—
descriptive information.

60 Years or Older
N = 25

Comparison
N = 25

n (%) n (%)

Demographic variables
In a live-in relationship 11 (44) 7 (28)
Had children 16 (70) 11 (46)
Previous mental health treatment 14 (56) 13 (52)
Previous criminal offending 12 (48) 18 (72)

Violent offending 9 (36) 13 (52)
Crime scene variables

Motive: quarrel 14 (56) 14 (56)
Method: stabbing 15 (60) 15 (60)
Method: shooting 2 (8) 4 (16)
Intoxicated with alcohol 20 (80) 22 (88)
Intoxicated with drugs 1 (4) 8 (32)*
Victim: female 9 (36) 9 (36)
Victim: intimate partner 8 (32) 5 (20)
Attempted suicide at scene 3 (12) 3 (12)

*p < 0.05, Fisher’s exact test, two-sided.
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offenders’ diagnoses are shown in Table 2. Four older offenders
and three younger ones were assessed in need of involuntary psy-
chiatric hospital treatment.

The elderly offenders with previous criminal offending differed
from those without in two ways: the previously offended elderly
had more often alcohol abuse ⁄ dependence (75% vs. 31%,
p < 0.05) and were diagnosed more often with a personality disor-
der (67% vs. 23%, p < 0.05). Further, three older and one younger
offender had previously committed homicide. All three elderly reof-
fenders were men within the age limit 65–80 years, diagnosed with
alcohol dependence and a personality disorder and committed the
index homicide while intoxicated with alcohol, during a drinking
situation.

The group 60 years or older scored lower than the comparison
group on the mean PCL-R total, factor, and facet scores, prorated
for missing items. The mean PCL-R total score for the older group
was 9.2 (SD 8.7, 0–35) and for the comparison group 17.6 (SD
9.4, 2–37.8). The difference was significant (U(1) = 142.5,
p < 0.002; d = 0.93). One (4%) older and six (24%) younger
offenders received a score of 30 or over (p = 0.044). Two older
and six younger offenders received a score of 25 or more.

The mean for factor 1 (interpersonal ⁄ affective) score in the older
offender group was 4.8 (SD 4.0, 0–15) and in the comparison
group 6.6 (SD 4.2, 1–16). The difference was not significant. The
mean for factor 2 (social deviance) score in the older offenders
was 4.1 (SD 5.2, 0–16) and in the comparison group 10.2 (SD 6.1,
0–20). This difference was significant (U(1) = 127.5, p < 0.001;
d = 1.08). Similar differences were found in the mean scores of
facet 3 (lifestyle; U(1) = 153.5, p < 0.002; d = 1.0), the mean in the
older group was 2.5 (SD 3.1, 0–10) and in the comparison group
5.7 (SD 3.3, 0–10). The difference in mean scores of facet 4 (anti-
social behavior) was also significant (U(1) = 132.5, p < 0.003;
d = 0.96). The mean score of facet 4 was 1.7 (SD 2.3, 0–7.5) in
the older group and 4.5 (SD 3.1, 0–9) in the comparison group.
The difference in the scores on facet 1 and 2 was not significant.

There were significant differences between the older and younger
groups in the frequencies of scoring 1 or 2 on the PCL-R in eight
of the 20 individual items (Table 3). All eight differences were
within the nine items of factor 2 (social deviance). No significant

TABLE 2—Comparison of older and younger homicide offenders—results
of the forensic psychiatric examination.

60 Years or Older
N = 25

Comparison
N = 25

d�n (%) n (%)

Diagnosis
Psychotic diagnosis 3 (12) 4 (16) –

Schizophrenia 1 (4) 1 (4) –
Psychotic depression 0 (0) 1 (4) –

Alcohol dependence ⁄ abuse 13 (52) 18 (72) –
Drug dependence ⁄ abuse 0 (0) 9 (36)* 1.06
Any personality disorder 11 (44) 19 (76)* 0.69

Antisocial personality 2 (8) 7 (28) –
Borderline personality 2 (8) 2 (8) –

Dementia 5 (20) 0 (0)* 0.71
Any chronic physical illness 12 (48) 3 (12)* 0.85

Criminal responsibility
Full 11 (44) 18 (72) –
Diminished 10 (40) 4 (16) –
None 4 (16) 3 (12) –

*p < 0.05, Fisher’s exact test, two-sided.
�Effect size Cohen’s d was defined ‘‘small, d = 0.2’’, ‘‘medium = 0.5’’,

and ‘‘large = 0.8’’.

TABLE 3—PCL-R scores item-by-item—homicide offenders 60 years or
older and comparison group (n = 25 in both groups).

Item

‡60
Years-group

%

Comparison-
group

% p* d�

1. Glibness ⁄ superficial charm
Score 0 84.0 76.0
Scores 1 and 2 16.0 24.0 ns –

2. Grandiose sense of
self worth

ns –

Score 0 76.0 64.0
Scores 1 and 2 24.0 36.0

3. Need for stimulation 0.001 1.22
Score 0 72.0 20.0
Scores 1 and 2 28.0 80.0

4. Pathological lying ns –
Score 0 91.3 69.6
Scores 1 and 2 8.7 30.4

5. Conning ⁄ manipulative ns –
Score 0 87.5 72.0
Scores 1 and 2 12.5 28.0

6. Lack of remorse or guilt ns –
Score 0 40.0 40.0
Scores 1 and 2 60.0 60.0

7. Shallow affect ns –
Score 0 16.0 12.0
Scores 1 and 2 84.0 88.0

8. Callous ⁄ lack of empathy ns –
Score 0 40.0 24.0
Scores 1 and 2 60.0 76.0

9. Parasitic lifestyle 0.008 0.88
Score 0 79.2 37.5
Scores 1 and 2 20.8 62.5

10. Poor behavioral controls ns –
Score 0 36.0 12.0
Scores 1 and 2 64.0 88.0

11. Promiscuous sexual
behavior

ns –

Score 0 83.3 80.0
Scores 1 and 2 16.7 20.0

12. Early behavior problems 0.005 1.15
Score 0 87.5 45.8
Scores 1 and 2 12.5 54.2

13. Lack of realistic goals 0.004 0.88
Score 0 64.0 20.8
Scores 1 and 2 36.0 79.2

14. Impulsivity 0.012 0.85
Score 0 48.0 12.0
Scores 1 and 2 52.0 88.0

15. Irresponsibility 0.002 1.10
Score 0 72.0 24.0
Scores 1 and 2 28.0 76.0

16. Failure to accept
responsibility

ns –

Score 0 40.0 16.0
Scores 1 and 2 60.0 84.0

17. Many short-term marital
relationships

ns –

Score 0 88.0 73.9
Scores 1 and 2 12.0 26.1

18. Juvenile delinquency 0.023 0.72
Score 0 95.7 66.7
Scores 1 and 2 4.3 33.3

19. Revocation of conditional
release

ns –

Score 0 86.7 68.4
Scores 1 and 2 13.3 31.6

20. Criminal versatility 0.000 1.24
Score 0 87.5 32.0
Scores 1 and 2 12.5 68.0

PCL-R, Psychopathy Checklist—Revised.
*Chi-square test, df = 2, two tailed, ns = not significant.
�Cohen’s d.
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differences were found on any factor 1 (interpersonal ⁄ affective)
items.

Discussion

In this nationwide study, we found that the Finnish homicide
offenders 60 years or older do indeed differ from the other homi-
cide offenders. Yet, this age group might also include offenders
more like their younger counterparts. As a whole, the older group
scored significantly lower than the younger group on the PCL-R.
Specifically noteworthy was the significant difference in factor 2,
social deviance, and the lack of difference in factor 1,
interpersonal ⁄ affective.

The only psychiatric diagnoses with significant differences
between the two age groups were drug dependence ⁄abuse, person-
ality disorders, and dementia. No one in the elderly group received
a diagnosis of drug dependence ⁄abuse. This is in line with previous
findings (6,7). Yet, over half of the elderly offenders were diag-
nosed with alcohol abuse ⁄ dependence, not significantly less than
the younger offenders. In fact, alcohol misuse in the elderly is com-
monly missed or inadequately managed (31), and substance abuse
services need to apply to all age groups (6). This is especially true
in a country like Finland, where alcohol use has increased during
the past decades, especially among the elderly (32).

A personality disorder was diagnosed in 11 (44%) of our elderly
offenders, significantly less than in the younger ones (76%). This
was in line with a study on a secure forensic psychiatry inpatient
services (7). Moreover, the prevalence of antisocial personality has
been found to decrease with age (16).

In our study, depression did not emerge in the diagnoses. Previ-
ously, there have been inconsistent results on depression and
elderly homicide (10,12). Finland is notorious for not only high
homicide but also suicide figures, and elderly homicide has been
found more often than non-elderly homicide to precede suicide
(18). Perhaps some depressed offenders escaped the data because
of suicide. Our methodology did not allow further study on this.

Dementia was diagnosed in 20% of the older offenders. Irritabil-
ity, episodic aggression and violence sometimes accompany demen-
tia (33,34). The vast majority of aggressive incidents involving
patients with dementia are minor (35). Homicide is a very rare
event among patients with dementia. Yet, it has even been consid-
ered a potential risk factor for homicide (14). In Finland, dementia
is diagnosed by neurologists and geriatrics, sometimes by geriatric
psychiatrists. Treatment is divided among several units and fields,
including home nursing. All these professionals should acknowl-
edge the opportunity to assess the threat of violence and address
issues related to it in treatment. As the population gets older, also
the infrequent events of dementia should be recognized.

We found no significant differences between the two age groups
in the studied mental health and criminal history or the social back-
ground variables. This was in line with previous studies (36).
Almost half of the elderly offenders had a criminal history, approx-
imating previous results (18). However, the offenders with previous
offending may present a different subgroup of offenders than those
without. They had more alcohol dependence and personality
disorders, not unlike the typical Finnish homicide offender, a sub-
stance-abusing, marginalized, and antisocial man (20). Taxonomic
analyses with larger data are needed to study this further.

It was clear that the older group scored lower on the PCL-R than
the younger one. As this was the first study to report PCL-R scores
of elderly homicide offenders, there is no previous literature with
which to compare our results. Yet, on a general level, although with
a younger population than ours, it has been observed that factor 1

(interpersonal ⁄ affective) scores (items) are stable across the age-
span while mean scores on factor 2 (social deviance) decline with
age (17,37). Our results showed differences between the age groups
within the factor 2 items and facets 3 and 4, in line with the study
by Huchzermeier et al. (16). As they concluded, it seems that dif-
ferent aspects of psychopathy follow different developmental
courses. In a way, some of the elderly offenders in our study may
have calmed down; they had less need for stimulation, less impul-
sive or antisocial behavior, and more responsibility. Obviously, with
our cross-sectional data this remains hypothetical. Furthermore,
besides actual psychological differences, the differences in items
‘‘juvenile delinquency’’ and ‘‘early behavior problems’’ might also
reflect two things: an earlier era of youth with stricter conformity
demands and the bias of lapsed time. It seemed essential that there
were no differences in the items measuring interpersonal and affec-
tive features, the so-called core personality features, while there
indeed were significant differences in the impulsive and irresponsi-
ble behavioral features. Harpur & Hare (17) have suggested that
age-related differences in traits associated with impulsivity and
social deviance are not necessarily paralleled by other psychopathic
traits. The assumption that the core personality traits of psychopathy
persist into middle age and late adulthood (15) might explain some
of the homicide offending by elderly offenders. Certainly an associ-
ation has been found between factor 1 and violence (38), and these
issues should be addressed in the treatment of patients of all ages.

Strengths and Limitations

Elderly homicide has been a challenging topic for research
mainly because of small data. This was a unique nationwide, com-
prehensive study, which is a definite strength. We studied all the
forensic psychiatric examinations for homicide in Finland 1995–
2004. The Finnish clearance rate for homicide and the tradition of
thorough forensic psychiatric examinations and statistics form a
solid basis for register-based study. The diagnoses of the Finnish
forensic psychiatric examinations are always based on exhaustive
examination and specific criteria and are considered reliable for
study purposes (25,39). However, the fact that this study was retro-
spective and register-based does present some obvious limitations,
though mostly same limitations apply both the elderly and the com-
parison group. Yet, it is possible that some early-life data on the
elderly offenders are missing because of aged registers and faded
memories. Clearly, the small number of cases limits statistical anal-
yses with multiple and confounding variables, but the effect sizes
of the observed differences were mostly very large. Whether or not
our results can be generalized over countries other than Finland
requires further research.

The assessment of psychopathic traits was performed using the
20-item Hare PCL-R (15), which has become the standard for
assessing psychopathy in forensic settings. The PCL-R has been
shown to be a reliable and valid instrument for measuring psychop-
athy (28,40), and the psychometric properties of the PCL-R appear
to be similar in different countries (40). Furthermore, our data was
comprehensive and included both women and men, which we con-
sider a strength. Most previous studies using the PCL-R, just like
most homicide studies, have been performed on men only, few on
women only. Certain gender differences in psychopathy have been
noted (41) but having a total population with gender-matched con-
trols minimizes this problem. Yet, gender differences may be an
uncontrolled source of variation in scores on variables of interest.
Further, research has consistently shown that PCL–R assessments
based solely on file information are highly similar to ratings includ-
ing an interview, provided there is sufficient file information, and
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therefore file-based assessment has been seen appropriate for
research purposes (28,30). In this study, raters received the informa-
tion in the forensic psychiatric examination reports, i.e., objective
statements for court procedures, and they were blind to case versus
comparison group status. Various bias issues were attended to in
training.

Conclusion

Only the elderly commit serious violence infrequently, which has
caused them to be ignored as a focus for research and service devel-
opment (31). Specialist old age psychiatric forensic services have
been previously suggested (4). Suitable facilities for older offenders
requiring ongoing nursing care and the ability to manage risky
behavior have been called for to prevent older offenders being stuck
in inappropriate facilities (5). Based on our results, it seems that the
elderly and their risk for violence should be remembered in both
the population and the forensic services. As the elderly offenders
seemed to have problems with (factor 1) issues related to interper-
sonal and affective traits, perhaps these issues need to be addressed
more in the treatment of patients of all ages. Longitudinal studies to
determine the stability of impulsive and antisocial traits of psychop-
athy would produce valuable information on the elderly offenders.
As the populations of many Western countries are aging, the num-
ber of elderly offenders might increase. This should be taken into
consideration in both planning services for the older adults as well
as future studies to enhance prevention of elderly homicide.
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TECHNICAL NOTE

ANTHROPOLOGY

Hugo F. V. Cardoso,1,2 Ph.D.

Testing Discriminant Functions for Sex
Determination from Deciduous Teeth*,�

ABSTRACT: Three studies have proposed discriminant functions for sex determination from deciduous tooth crown dimensions, and this study
tests the existing functions on a sample of 46 Portuguese immature skeletons of known sex, aged from birth to 10 years. Deciduous teeth were mea-
sured in their mesiodistal and faciolingual crown dimensions, and percentage of correct allocation accuracy in determining sex using each specific
function was determined. Discriminant functions were also calculated from data collected for this study and tested using cross-validation. Results
show poor overall accuracy (33.3–75%) and poor cross-validation (46.2–60.0%). This is related to low sexual dimorphism in deciduous tooth crown
size, as well as differences in degree of sexual dimorphism and in overall tooth size between different samples. For these reasons, deciduous crown
size does not seem to show significant forensic value as discriminator of sex, particularly when methods developed on one population are applied to
individuals of another population.

KEYWORDS: forensic science, forensic anthropology, human identification, sex determination, deciduous dentition, odontometrics

Determining the sex of human immature skeletal remains is a
known problem in forensic practice and bioarcheological studies. A
few techniques have been tentatively employed for the determina-
tion of sex of immature skeletal remains, of which one is odonto-
metrics. Traditionally, assessing sex differences in tooth size has
involved mesiodistal and buccolingual diameters of tooth crowns.
A number of studies have established significant sexual dimorphism
in size of the permanent (1–6) and deciduous crowns (7–13), but
seldom have these differences been explored for their forensic or
bioarcheological value in determining sex. For the deciduous denti-
tion, the exceptions to this are the studies by Black (14), DeVito
and Saunders (15), and _Ządzińska et al. (16).

DeVito and Saunders (15) published a series of discriminant
functions for sex determination of deciduous teeth, and these seem
to provide the greatest percentage of correct sex allocation accuracy
(>75%). These equations have been developed using a sample of
living children—the Burlington growth study—and their accuracy
was determined using a holdout sample comprised of related
groups of known sex cases of the same sample. Black (14) also
developed a series of discriminant functions for sex determination
of deciduous teeth using a sample of living children—the Univer-
sity School Growth Study from the University of Michigan—but
the accuracy obtained is considerably lower, between 63.9 and
68.4%. _Ządzińska et al. (16) provide one single discriminant func-
tion (75% of correct sex allocation accuracy) derived from a

sample of 113 immature remains from a Medieval site in Poland,
where sex was genetically determined. Although most of these
methods do not provide very high correct sex allocation accuracies,
they have never been systematically tested on independent samples.

The purpose of this study is to test the discriminate functions
proposed by Black, (14), DeVito and Saunders (15), and _Ządzińska
et al. (16) for sex determination from deciduous crown dimensions
and briefly discuss the potential pitfalls of using sexual dimorphism
in deciduous tooth size for developing reliable discriminant func-
tions for sex determination. Testing these functions provides a mea-
sure of the reliability of their use in a forensic context, because in
an actual forensic case, the expert may not or cannot determine
whether the case is comparable with the Burlington Growth Study
group of children or any of the other samples of children. There-
fore, it is important to assess cross-sample applicability of methods,
but samples of nonadult skeletons of known sex and age are not
easily accessible. This study provides such an opportunity using a
large sample of Portuguese fully documented immature skeletal
remains.

Materials and Methods

The discriminant functions developed by Black (14), DeVito and
Saunders (15), and _Ządzińska et al. (16) were tested on a sample
of 46 immature skeletons (males = 20; females = 26), aged from
birth to 10 years (Table 1), who were born between 1911 and 1971
in Portugal. Skeletons in the sample were selected from the identi-
fied skeletal collection curated at the National Museum of Natural
History in Lisbon, Portugal (17). Specimens were selected if at
least one deciduous tooth was present with the crown completely
formed down to the cementoenamel junction. For each individual,
all available deciduous teeth were measured in their mesiodistal
and faciolingual crown dimensions with a Mitutoyo digital sliding
caliper and recorded to two decimal places. The mesiodistal width
measures the maximum width of the crown in the mesiodistal plane
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between the contact points of each crown, and the faciolingual
measures the maximum width of the crown perpendicular to the
mesiodistal plane (4). This description is consistent with the mea-
surements taken by DeVito and Saunders (15) and _Ządzińska et al.
(16), but it is not clear what definition was utilized by Black (14).
Only the measurements from the left side were considered, unless
the left side was unavailable in which case the right side was mea-
sured. To assess intraobserver error, five random individuals were
selected, and their mesiodistal and faciolingual crown dimensions
remeasured on all available teeth several months after the begin-
ning of the study. Measurements from the first and second sessions
were compared by calculating the intraclass correlation coefficient
(ICC) using SPSS (SPSS Inc., Chicago, IL).

Percentage of correct allocation accuracy in determining sex
using the equations developed by Black (14), DeVito and Saunders
(15), and _Ządzińska et al. (16) were calculated for females and
males separately and for the total sample. Owing to preservation,
sample sizes vary for each discriminant function tested. Percent
dimorphism for each tooth was also calculated and was expressed
as the male ⁄ female ratio minus one (2). The average dimorphism
percentage was calculated for the overall dentition and compared to
that reported in or calculated from data in Black (14), DeVito and
Saunders (15), and _Ządzińska et al. (16).

To assess whether it is possible to generate accurate sex models
from data collected for this study, discriminant functions were cal-
culated and tested using cross-validation. This was performed using
SPSS, and the leave-one-out method was chosen to calculate the
cross-validation error rate. Functions were calculated for single and
combinations of variables. The four crown dimensions with the
greatest percentage of sexual dimorphism were used in isolation to
generate four discriminant functions. When combining variables,
one function was generated entering each of the previous four vari-
ables independently and one other function was generated by run-
ning a stepwise analysis to determine the best combination of
variables to discriminate sex.

Results and Discussion

The first step in this study is to assess the reliability of odonto-
metric data. Intraobserver error results were pooled from different
teeth, and mesiodistal and faciolingual crown dimensions were
compared separately. The ICC for mesiodistal measurements is
0.997 (95% CI: 0.995–0.998), and for faciolingual measurements, it
is 0.991 (95% CI: 0.984–0.996), indicating that the variance owing
to measurement error is very small or practically inexistent.

Table 2 shows the female and male mean for each tooth diame-
ter and the percentage of sexual dimorphism. The male mean is
greater than the female mean for all variables, except for some

diameters. Similarly to Black (14), some dimensions are greater in
females than in males. This finding alone strongly suggests that sex
determination methods based on deciduous tooth size may not be
successful. The ‘‘inverse’’ sexual dimorphism obtained is partially
explained by the small sample size of one or both of the sexes for
the respective diameter, but it should still reflect those occasions
where females show greater diameters than males, and vice versa,
thus increasing misclassifications as to sex. This is confirmed by
the test of discriminant functions, which is shown in Table 3. Equa-
tions developed by Black (14) range in accuracy from 33.3 to
75.0% in the total sample. In the function with the greatest correct
sex allocation, accuracy for females (66.6%) was considerably
lower than that for males (83.3%). DeVito and Saunders’ (15)
equations classified correctly as to sex between 35.7 and 45.9% of
cases. The last three equations achieved the greatest sex differences
in allocation accuracy, with the females showing 85.7% and males

TABLE 1—Age and sex distribution of the individuals in the study sample.

Age (years) Females Males Total

0–0.9 1 0 1
1.0–1.9 3 8 11
2.0–2.9 1 7 8
3.0–3.9 2 3 5
4.0–4.9 5 3 8
5.0–5.9 2 1 3
6.0–6.9 2 1 3
7.0–7.9 1 2 3
8.0–8.9 1 0 1
9.0–9.9 1 1 2
10.0–10.9 1 0 1
Total 20 26 46

TABLE 2—Mean diameters for the female and male samples and
percentage of sexual dimorphism (SD).

Tooth Female Mean Male Mean SD

Mesiodistal diameter
m2 8.65 8.93 3.19
m1 6.88 7.02 2.03
c’ 6.75 6.88 1.92
i2 5.04 5.00 )0.69
i1 6.25 6.27 0.39
m2 9.57 10.03 4.77
m1 7.87 7.94 0.89
c, 5.83 5.87 0.71
i2 4.62 4.44 )3.99
i1 4.20 4.01 )4.47

Buccolingual diameter
m2 9.50 9.88 3.96
m1 8.44 8.42 )0.29
c’ 5.92 6.04 2.00
i2 4.76 4.65 )2.24
i1 4.98 4.89 )1.68
m2 8.62 8.63 0.09
m1 6.84 7.03 2.83
c, 5.47 5.47 0.11
i2 4.25 4.18 )1.50
i1 3.81 3.70 )2.82

TABLE 3—Sex allocation accuracy (%) for each discriminant function
tested (original correct sex allocation is shown in parentheses).

Equation

Females Males Total

Correct Incorrect Correct Incorrect Correct Incorrect

Black (1978)
Eq. 1 (63.9%) 28.6 71.4 36.4 63.6 33.3 66.7
Eq. 2 (66.2%) 63.6 36.4 22.8 77.8 45.0 55.0
Eq. 3 (68.4%) 66.6 33.3 83.3 16.7 75.0 25.0
Eq. 4 (64.7%) 33.3 66.7 44.4 56.0 38.9 61.1
Eq. 5 (67.7%) 40.0 60.0 50.0 50.0 45.5 54.5

DeVito and Saunders (1990)
Eq. A (90.5%) 40.0 60.0 33.3 66.7 35.7 64.3
Eq. B (80.0%) 40.0 60.0 33.3 66.7 35.7 64.3
Eq. D (73.8%) 33.3 66.7 44.4 55.6 40.0 60.0
Eq. A (76.2%) 42.9 57.1 33.3 66.7 37.5 62.5
Eq. B (72.5%) 42.9 57.1 33.3 66.7 37.5 62.5
Eq. D (76.2%) 50.0 50.0 33.3 66.7 41.2 58.3
Eq. A (71.4%) 85.7 14.3 21.7 78.3 45.9 54.1
Eq. B (65.0%) 85.7 14.3 21.7 78.3 45.9 54.1
Eq. D (71.4%) 85.7 14.3 21.7 78.3 45.9 54.1

_Ządzińska et al. (2008)
Eq. (78.0%) 38.5 61.5 73.3 26.7 59.3 40.7
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21.7% of correctly allocated cases. The single equation provided
by _Ządzińska et al. (16) only classified 59.3% of the cases cor-
rectly, where males were correctly classified in 73.3% of cases and
females in 38.5% of cases.

Besides poor overall allocation accuracy, both sexes showed very
unequal classification rates. Equations from different studies do not
provide any consistent pattern, except that of DeVito and Saunders
(15), which shows a high accuracy in females (>80%) when using
three equations. However, different equations from the same study
correctly classify more males than females in one instance, but
more females than males in another. Not only did functions not
perform significantly better than chance, but occasionally they were
also found to show the opposite association with sex. That is, in
some cases, females scored more consistently than males and vice
versa, as shown by total allocation accuracies under 50%. This is
partly related to the fact that female dimensions are occasionally
greater than male dimensions and, in the case of the correctly clas-
sified males from DeVito and Saunders’ (15) equations, they may
also reflect the reality of the original sample, namely absolute tooth
size and sexual dimorphism.

Compared to this study, where mean percent sexual dimorphism
is 2.03%, teeth in the sample of children utilized by DeVito and
Saunders (15) are not only greater in overall crown diameter (inter-
polated from their charts) but also show greater sexual dimorphism
(3.67%). Therefore, when using DeVito and Saunders’ (15) discri-
minant functions, more males are incorrectly classified as females,
while a greater proportion of females are also correctly classified.
Comparatively, mean deciduous tooth crown size in Black’s (14)
study shows lower sexual dimorphism (1.55%) but are, on average,
1.4% greater in absolute size. This means that there would be some
instances where females would also be correctly classified more
frequently. This, however, did not occur, and the inverse has been
obtained, possibly because females show greater mean values for
some crown diameters. In the study by _Ządzińska et al. (16), size
of deciduous tooth crowns shows similar sexual dimorphism
(2.09%) to that of this study but are, on average, 0.5% smaller in
absolute size. However, the small sex differences in tooth size do
not provide enough discrimination to consistently classify cases in
one sex or the other.

The relative inaccuracy of the different methods is confirmed by
the cross-validation rates obtained from discriminant functions gen-
erated in this study (Table 4). Equations 1–4 are based on single
variables showing the greatest sexual dimorphism, whereas equa-
tions 5 and 6 are derived from combinations of variables. In
Table 4 classification rates from cross-validation are compared to
those calculated from the original sample. Overall, there is a reduc-
tion in correct sex allocation when using cross-validation, but the
functions were already poor discriminators of sex in the original
sample. Functions based on single variables are only able to cor-
rectly classify as to sex in 54.7–60.0% of the cases, whereas the
rate for functions generated from combinations of variables is
46.2%.

In a worldwide survey, Harris and Lease (12) show that sexual
dimorphism is low in the primary dentition, averaging 2% in
mesiodistal diameter across all 10 tooth types. However, mean
sexual dimorphism can vary greatly. For example, average sexual
dimorphism in crown diameters is 1.13% in a sample of Javanese
children (11) or 1.62% in a sample of children from South Austra-
lia (10), whereas sexual dimorphism is 3.07% in a sample of
Australian Aboriginal children (7) or 3.67% in the Burlington
Growth Study children (15). In addition, unlike what is found in
the permanent dentition (4), the tooth that shows greatest degree of
sexual dimorphism is not consistently the same across the different

studies. For example, in Farmer and Townsend (10), it is the
buccolingual diameter of the maxillary lateral incisor, whereas in
Margetts and Brown (7), it is the buccolingual diameter of the
mandibular first molar. In DeVito and Saunders (15), it is the buc-
colingual diameter of the lateral maxillary incisor, and in Black
(14), it is the buccolingual diameter of the mandibular first molar
as well as in _Ządzińska et al. (16). In this study, it is the mesiodis-
tal diameter of the mandibular second molar, which shows greater
percentage of sexual dimorphism (4.77). With such a low degree
of sexual dimorphism, with large population variation in degree
of sexual variation, and with no particular tooth or teeth showing
the greatest degree of difference, it is of no surprise that the
discriminant functions tested in this study performed so poorly.

These population variations may result from differences in the
quality of the environment during growth and development, namely
maternal health, which may influence tooth size. For example,
Garn et al. (18) have shown that children with low birthweight and
low birthlength show significantly smaller deciduous tooth crowns.
Similarly, Seow and Wan (19) have found that very low birth-
weight children showed the smallest deciduous crown dimensions,
compared to the normal birthweights who showed the largest, with
the low birthweight children showing intermediate dimensions.
Therefore, population differences in crown dimensions might be
brought about by selective survival, differential perinatal mortality
and changing proportions of the developmentally immature surviv-
ing into the later years (18). In addition to reducing overall tooth
crown size, poor environmental conditions during prenatal life may
also decrease sex differences by affecting males most significantly
(20).

The study sample is comprised of dead children, who died at a
younger age of poor health and grew up under poor environmental
conditions (21,22) that may have affected their tooth crown sizes.
Results with the Lisbon collection show that absolute size and
absolute sexual dimorphism in deciduous tooth crown size are
smaller in this skeletal sample than in the sample of living children
utilized by DeVito and Saunders (15). Consequently, sex in the
study sample could not be accurately determined from discriminant

TABLE 4—Sex allocation accuracy (%) for each discriminant function
generated from data collected in this study, tested on the original sample

and using cross-validation.

Equation

Females Males Total

Correct Incorrect Correct Incorrect Correct Incorrect

Original sample
Eq. 1 52.0 48.0 57.7 42.3 54.9 45.1
Eq. 2 50.0 50.0 61.9 38.1 56.4 43.6
Eq. 3 56.5 43.5 63.0 37.0 60.0 40.0
Eq. 4 57.1 42.9 46.9 53.1 54.7 45.3
Eq. 5 27.3 72.7 66.7 33.3 50.0 50.0
Eq. 6 53.8 46.2 69.2 30.8 61.5 38.5

Cross-validation
Eq. 1 52.0 48.0 57.7 42.3 54.9 45.1
Eq. 2 50.0 50.0 61.9 38.1 56.4 43.6
Eq. 3 56.5 43.5 63.0 37.0 60.0 40.0
Eq. 4 57.1 42.9 46.9 53.1 54.7 45.3
Eq. 5 0.0 100.0 80.0 20.0 46.2 53.8
Eq. 6 53.8 46.2 38.5 61.5 46.2 53.8

Eq. 1 is generated from the mesiodistal diameter of m2; Eq. 2 is
generated from the mesiodistal diameter of m2; Eq. 3 is generated from the
buccolingual diameter of m2; Eq. 4 is generated from the buccolingual
diameter of m1; Eq. 5 is generated from a stepwise analysis that selected
the buccolingual diameter of i2 and the buccolingual diameter of c’; Eq. 6 is
generated from the combination of variables in Eqs. 1, 2, 3, and 4.
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function of deciduous teeth. Although the Portuguese sample is
composed of children who were dead, sexual dimorphism is actu-
ally greater in magnitude than that in the living sample used by
Black (14). In addition to crown size, it is the amount of sexual
dimorphism that is decisive for successful and accurate sex estima-
tion. The influence of low sexual dimorphism is clearly shown by
the poor results obtained from cross-validation of functions calcu-
lated from data collected for this study. Therefore, the inconsistency
of results suggests that deciduous tooth crown dimensions show
insufficient sexual dimorphism, which added to variations in size
because of environmental circumstances, make for their unreliable
use in forensic practice.

Conclusion

This study shows that deciduous crown dimensions are a poor
discriminator of sex and that the results shown here do not confirm
the, albeit low, allocation accuracies reported for the discriminant
function by the original studies. The only exception is one equation
developed by Black (14), which provided a slight greater accuracy
than that of its original sample. Overall, results suggest that there
are very few sex differences in crown dimensions of deciduous
teeth to warrant a reliable use of statistical techniques that quantify
these differences for sex prediction. Results also suggest that abso-
lute tooth size and the degree and ⁄or sign of sexual dimorphism
are important confounders in the cross-sample application of these
techniques. This study confirms the concerns of Harris and Lease
(12), who state that there are two important obstacles in the foren-
sic value of the primary dentition for sex determination: (i) primary
crown dimensions are less sexually dimorphic than permanent tooth
dimensions; and (ii) the degree of dimorphism within and among
populations varies.
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Assessment of Wear-Related Features
of the Kerf Wall from Saw Marks in Bone*�

ABSTRACT: Analyses of saw marks in bone may yield important information about the class characteristics of saws used in postmortem dis-
memberments, yet little research has been directed at identifying saws’ individualizing characteristics. This study adds to existing saw mark analysis
methodologies by examining wear-related features of kerf walls using light- and environmental scanning electron microscopy. A crosscut saw and
hacksaw were used to create sequences of 30 cuts in bone; these sequences reveal patterns of progressive loss of fine details of kerf wall morphology
with increasing saw blade wear, because of the rounding of sharp points and edges. Nevertheless, diagnostic kerf wall features used to establish class
characteristics persist despite these wear-related changes. Unsuccessful attempts at statistical analysis of wear-related changes, based on striae width
and density, suggest these patterns are not readily quantifiable. Additionally, despite the scanning electron microscope’s superior imaging capabilities,
it provided few practical, methodological gains over traditional light microscopy.

KEYWORDS: forensic science, forensic anthropology, toolmark analysis, postmortem dismemberment, cutmark, kerf, scanning electron
microscopy

The importance of competent toolmark analysis to forensic inves-
tigations has long been understood. One of the more challenging
types of toolmark analysis encountered by forensic anthropologists is
the interpretation of saw marks in cases of postmortem dismember-
ment. Although the literature on toolmark analysis dates from the
early part of the 20th century, saw marks have received very little
attention for much of the intervening period, as it was long thought
that ‘‘saw teeth erase identifiable characteristics with every consecu-
tive stroke as the tool progresses through the cut’’ ([1], p. 390; [2,3]).
Bonte’s seminal 1975 paper (2), however, outlined an approach for
determining the class characteristics of the saw from microscopic
features of the cutmark. More importantly, Bonte’s study, along with
those that would follow (i.e., [1,3–6]), demonstrated that the

continuous or reciprocating actions of saws enhance, rather
than erase, details necessary for saw class identification.
Saws’ repetitive actions will commonly produce more diag-
nostic features than, for example, the penetration and removal
of a knife associated with a single stab wound. ([1] p. 390)

The last 30 years have witnessed striking gains in both the quan-
tity and quality of research on the microscopic analysis of saw
marks in bone. It is now widely accepted that through careful

microscopic examination of the cutmark, a competent forensic
anthropologist can potentially determine a number of key class
characteristics of the saw in question, including (i) set type and
width; (ii) tooth shape and size; (iii) direction of the cut; and (iv)
whether the saw is a hand- or power-saw (1–5). Despite the
increase in research, however, little effort has been directed at iso-
lating features of cutmarks that can be correlated with the individ-
ual characteristics of a particular saw blade. The paucity of
research is owed to two related factors: the complexity of the saw’s
‘‘edge’’ and the complexity of the sawing process. In contrast to
single-edged tools, an individual saw possesses hundreds of cutting
edges (one on each tooth), each of which may interact with the
substrate in a slightly different way during each cutting stroke. It
may require dozens of cutting strokes to complete a single saw cut
through a bone, and each stroke may vary in speed, pressure, and
angle of approach. When taken in combination, these factors create
an amount of variation—even between cuts produced by the same
saw—that can easily overwhelm a search for patterns created by
the unique individual characteristics, such as edge imperfections, of
a particular individual saw (3).

Most efforts at the individuation of saws within a class have taken
a broader approach, focusing instead on features of the kerf that are
connected to wear-related changes in the condition of the saw blade
(1–4). Andahl (4) discusses several distinctive shapes of false-start
kerfs that may give clues as to the condition of the saw teeth and
blade. However, false-start kerfs are not the only type of saw mark
that should yield information about the saw’s condition. The kerf
walls contain a tremendous amount of information about the saw that
created them, as a result of the mechanics of the sawing motion (3,5).
As a typical hand-held reciprocating saw is pushed through the kerf
on the cutting stroke, it moves deeper into the substrate on a slightly
angled trajectory, because of each tooth cutting slightly deeper than
the one before it. The individual saw teeth leave fine striae on the kerf
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walls (tooth striae) as they cut through the substrate. On the passive
(return) stroke, the teeth are all pulled through the kerf at roughly the
same level as the saw is repositioned for the next cutting stroke. The
reciprocating action creates residual kerf striae organized in a repeti-
tive pattern of groups of slightly diagonal, narrow, parallel tooth
striae between more level, coarser passive (return) stroke striae
(Fig. 1) (3). To date, however, there have been no published studies
evaluating wear-related indicators of saw blade condition within
complete saw cuts.

In view of this gap in the literature, the aim of this study is to
examine the relationship between a saw’s degree of wear and the
appearance of the kerf wall, with regard to the following questions:

• Can cuts made by a new, unworn saw be distinguished from
cuts made by a saw which has been used and now shows some
degree of wear, based on the appearance of the kerf wall? Can
corresponding differences be observed in the appearance ⁄ condi-
tion of the saw itself? How will wear-related patterns differ
between saws of different classes with different characteristics
(i.e., crosscut saws vs. hacksaws; alternating vs. wavy set; filed
vs. chisel-shaped teeth)?

• Is there a difference between saw blade wear generated by use
on bone and wear generated by use on the saw’s intended sub-
strate (i.e., wood for carpentry saws such as crosscut saws;
metal for hacksaws)? Correspondingly, will there be differences
between kerf walls created by saws used only on bone and
those used first on the intended substrate and then on bone,
beyond any wear-related differences?

• Can any observed wear-related differences in kerf wall morphol-
ogy between cuts created by new, unworn saws and cuts created
by worn saws be quantified?

Scanning Electron Microscopy

To investigate these questions, the added imaging power of a
scanning electron microscope (SEM) was enlisted. Traditionally,
forensic scientists have relied solely on light microscopy at low
powers (10· to 100·) for the examination of tool marks. It has
been suggested, however, that the enhanced image-capture capabili-
ties of SEMs (i.e., greater detail resolution, depth of field, and
range of magnification) may be of considerable utility to forensic
tool mark analysis. As SEMs are specifically designed to capture
highly detailed, nearly three-dimensional images of an object’s sur-
face, they would seem to be particularly suited to this application
(7–10).

In recent years, SEM imaging has been used frequently and to
great advantage by archeologists and paleoanthropologists in their

analyses of bone modification patterns from their respective con-
texts (11–18). Such studies have yielded important insights on
many aspects of cutmark analysis including: (i) differentiation of
true cutmarks from cutmark ‘‘mimics’’ produced by scavenging ani-
mals, root etching, sedimentary abrasion, and other taphonomic
processes (11–13); (ii) determination of the directionality and
sequence of individual cutmarks (13,14); and (iii) distinguishing
among cutmarks produced by tools made of different materials
(i.e., stone vs. metal blades) (16,18).

Despite the potential advantages of employing electron micros-
copy in forensic toolmark analyses, only a few such studies exist
(7,8,19–23). Of these, only two investigate the use of SEM imaging
for the identification of individualizing characteristics in saw marks
in bone (22,23). The reasons for this limited use of SEM imaging
of cutmarks in bone are manifold, and most are equally compelling
as the reasons favoring the use of SEM imaging in toolmark analy-
sis. Foremost among these are the high-vacuum environment of the
SEM chamber, which is often problematic for organic, porous
materials such as bone, and the restrictions placed on sample size
by the dimensions of the SEM chamber. Evidentiary concerns may
also be raised by the common practice of ‘‘sputter coating’’ the
sample with a thin layer of gold alloy to enhance the quality of the
SEM images (9–11,17). While these concerns can be overcome by
making a silicone mold of the toolmark, this is also not without
risks as the molding process, even if done carefully, may also dam-
age the feature or surface being replicated (11,17,24).

Fortunately, recent advances in SEM technology can ameliorate
many of these concerns. SEM units known as environmental SEMs
now exist which can provide the desired image quality while oper-
ating at partial vacuum and while using the natural moisture con-
tent of an organic sample to facilitate conductance of the electron
beam, obviating the need for desiccation and sputter coating
(10,17,25). Additionally, SEMs are increasingly accessible and can
now be found at most major research universities, the largest of
which may have several units on campus. Thus, a fuller incorpora-
tion of scanning electron microscopy into the analyses of saw
marks in bone may now be possible.

The purposes of the current study, then, are twofold: first, to
consider patterns of wear-related changes in the kerf wall, and their
impact on the interpretation of saw marks in bone; and second, to
evaluate the utility of environmental SEM imaging for qualitative
and quantitative analyses of such cut marks.

Materials and Methods

The sequences of saw cuts examined in this study were gener-
ated using new blades of two common classes of saws (see Symes
[3] and Symes et al. [1] for a discussion of the general features of
each class of saw):

• Craftsman 15-inch, 12 teeth per inch (TPI) Alternate-Set Cross-
cut Saw (Sears, Roebuck and Co, Hoffman Estates, IL)

• Vermont American 12-inch, 24 TPI Wave-Set Bimetal Hacksaw
(Bosch Tool Corporation, Mt. Prospect, IL)

These types of saws were selected because they are relatively
inexpensive (<$20 each), readily available at any local hardware
store, and are fairly general-purpose in their design. These charac-
teristics make them likely to be found in any given household and,
by extension, likely candidates for forensic scrutiny.

Each saw was used to make a sequence of 30 cuts in defleshed,
fresh adult white-tailed deer (Odocoileus virginianus) tibiae. Both
right and left tibiae were used, and all cuts proceeded through the
bone in a latero-medial direction. All sequences of cuts began at

FIG. 1—Schematic drawing of a kerf wall produced by a reciprocating
saw, showing the repetitive pattern of fine tooth striae (created on the cut-
ting stroke) between two coarser passive stroke striae (created on the return
stroke).
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the proximal end of the bone, ensuring that all cuts passed through
the diaphyseal cortical bone, rather than through the expanded can-
cellous bone in the metaphyses. Each cut produced a slice of bone
approximately 1.5 cm thick; two tibiae were required for each
sequence of 30 cuts. After each cut, the saw blade was visually
examined to document wear-related changes in its condition. After
the sawing was complete, the 30 bone slices from each sequence
were degreased for 10-15 min in a solution of hot water and soap
following Shipman and Rose ([13], p. 65) and Symes ([3], p. 21).

As a control measure, an identical crosscut saw and hacksaw
were used to make sequences of 30 cuts in the saws’ intended sub-
strates, to create a degree of wear resulting from normal usage of
these saws, such as might be seen on any saw readily at-hand in a
given household. The ‘‘control’’ crosscut saw was used to make
cuts through a 2 · 2 pine board, and the ‘‘control’’ hacksaw was
used to make cuts through a length of 3 ⁄ 4-inch diameter ‘‘Type-L’’
hard copper tubing, as these represent materials which might com-
monly be cut with saws of these types. The saw blade was visually
examined after each cut to document wear-related changes in its
condition. These control saws were then used to make a series of
five cuts through deer tibiae; the resulting bone slices were de-
greased as described earlier.

All kerf walls were examined under a stereoscopic light micro-
scope at powers of 10· to 40·, using a dual-arm fiber-optic light
source to provide a high degree of contrast in light and shadow
across the kerf wall. Individual bone slices were examined sequen-
tially, noting any changes in appearance of, or distinguishing fea-
tures present on, the kerf wall; special attention was paid to the
depth and clarity of the striae on each kerf wall.

After examination under light microscopy, the kerf walls of cut
numbers 1, 6, 12, 18, 24, and 30 from the cut sequences were photo-
graphed through a light microscope equipped with a 35 mm camera
mount, at 10· magnification, and then submitted for environmental
SEM imaging. These cut numbers were selected because it was felt
that they provided good coverage of the cut sequences and were suffi-
ciently demonstrative of the changes in kerf wall morphology occur-
ring over the course of the cut sequences. Environmental SEM
imaging was performed in a Hitachi VP-SEM 3000N scanning
electron microscope (Hitachi High-Technologies America, Life
Sciences Division, San Jose, CA) operated by the Department of
Civil and Coastal Engineering, University of Florida. This SEM unit

is well suited for forensic toolmark research, as it operates at a partial
vacuum and can therefore image the bone surface directly rather than
requiring that the specimen be sputter coated or cast prior to imaging.
The SEM images were generated at a beam setting of 5.0 kV, with a
magnification of 120· and working distances of 13.3–15.6 mm (two
of the samples were imaged at working distances of 18.1 and
18.3 mm).

At these settings, the amount of surface area captured in the
SEM image (the ‘‘spot size’’) was slightly less than 1 mm2

(approximately 800 by 1100 lm). Because of the complexity of
kerf wall striation patterns, it was determined that a larger area
of each kerf wall needed to be imaged to obtain a true impression
of the characteristics of each cutmark. To accomplish this, each
kerf wall was imaged in a series of rows of overlapping frames. As
it would have required an excessively large number of such images
to cover the entire kerf wall, it was decided that only one quadrant
of the kerf wall would be scanned. Each kerf wall was divided by
a horizontal line, which separated the wall into upper and lower
halves, and by a vertical line, which separated the kerf wall into
entrance (the side of the cut where the saw teeth enter the kerf)
and exit (the side of the cut where the saw teeth exit the kerf)
halves (Fig. 2). From the four possible quadrants, the ‘‘lower, exit’’
quadrant was selected for imaging because it is believed that the
saw is most stable in this portion of the cut (3). Therefore, the
amount of irregular striae or ‘‘noise’’ introduced into the normal
pattern of residual kerf striae by any erratic movements of the saw
should be minimized in this quadrant, and thus the features
observed on the kerf wall should primarily reflect the physical con-
dition of the saw blade.

Once the individual images were generated, they were assembled
in Adobe Photoshop 7.0 (Adobe Systems Incorporated, San Jose,
CA) to create a composite image of the ‘‘lower, exit’’ quadrant of
each kerf wall. Each composite is composed of approximately 25–
30 separate images. These composite images allowed side-by-side
comparison of the sequence of kerf walls for the purposes of evalu-
ating any changes in the appearance and patterning of the residual
kerf striae on each kerf wall.

In recognition of the growing drive within the forensic science
community to develop quantitative analytical methods (largely in
response to Daubert [26]), two separate approaches to quantitative
assessment of the wear-related changes observed in the SEM

FIG. 2—Schematic drawing of the quadrants of a kerf wall. Shaded quadrants were submitted for scanning electron microscope imaging. Note that left and
right kerf walls are mirror opposites with respect to the orientation of the quadrants.
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images were attempted. These approaches intended to quantify any
changes in (i) the mean widths of tooth striae over the course of
the cut sequences and (ii) the number of tooth striae visible within
each cycle of cutting and passive (return) strokes.

Results and Discussion

Light Microscopic Analysis

The early cuts in the crosscut saw sequence clearly demonstrate
features typical of saw marks produced by this class of saw: cuts
are smooth and even as a result of the slicing action of the diago-
nally filed individual teeth, with groups of evenly spaced, slightly
diagonal, medium-fine tooth striae alternating with coarser passive
(return) stroke striae. As the series of cuts progresses, the finer
details of the kerf wall become increasingly smoother, more shal-
low, and indistinct, and the kerf walls gradually take on a ‘‘pol-
ished’’ appearance. By the last cut of the sequence, very few, if
any, tooth striae are visible on the kerf wall, and the passive stroke
striae are very shallow.

In total, a distinct pattern of decreasing amounts of fine detail on
the kerf walls can be seen over the course of the cut sequence. This
pattern can be correlated with observed wear-related changes in the
saw blade’s condition. As the cut sequence progressed, the sharp
edges at the most projecting points of the individual teeth became
increasingly rounded. Beginning near the middle of the cut
sequence, an increasing degree of polishing was observed on the
sides of the saw, starting first at the tips of the saw teeth and grad-
ually spreading up the body of the teeth as the cut sequence pro-
gressed. The decreasing degree of fine detail present on the kerf
walls is thus most likely the result of both the gradual rounding off
of sharp edges and points along the margins of the teeth and the
polishing of metal surfaces that are in contact with bone. As the
rounding and polish became more pronounced, the sharp edges and
points responsible for creating the fine striae disappeared, and the
fine striae themselves became less distinct.

This pattern of saw blade wear is very similar in nature to the
pattern of wear observed on the control crosscut saw. The only
noted difference was in the degree of wear present at the end of
the cut sequences, with the control saw showing slightly less wear.
This is unsurprising given that pine is less dense than bone and
should impart less wear to the saw blade. Concordantly, the kerf
walls in bone produced by the control saw after 30 cuts through
wood were similar in overall morphology to the kerf walls in the
last third of the bone-only cut sequences. These observations sug-
gest that a crosscut saw used only to cut bone wears more quickly,
but in exactly the same manner, as a crosscut saw used to cut
wood, and both will produce highly similar cutmarks in bone.

The pattern of wear-related changes in kerf wall morphology in
the hacksaw sequence was very similar to the pattern seen in the
crosscut saw sequence, with very clear, fine striae at the beginning
of the sequence becoming increasingly shallow and indistinct as
the sequence progresses. Unlike the crosscut saw sequence, how-
ever, the total degree of decline in fine detail over the course of
the hacksaw sequence was very slight. Although there was some
deterioration in the sharpness of tooth striae over the course of the
sequence, they nevertheless were present and relatively distinct in
cuts at the end of the series.

As was expected, the hacksaw blade itself also showed few signs
of wear. This is likely because of the specially hardened metal of
the hacksaw blades, which provides the durability and strength
necessary to allow the blades to cut other metals. Use on bone
therefore does not impart as great a degree of wear on hacksaw

blades as it does on carpentry saws such as crosscut saws. The
wear pattern was also affected by the hacksaw’s wavy set, which
places fewer teeth in direct contact with the kerf wall. Most of the
observable wear-related changes in the blade stem from the transfer
of paint from the widest parts of the wavy set to the surface of the
kerf wall. This parallels the pattern of polishing observed on the
sides of the crosscut saw. There was also some very slight round-
ing of the sharp edges of the teeth, accounting for the equally
slight changes in the appearance of the kerf wall striae; but overall,
the evidence of wear on the blade was minimal. The control hack-
saw showed a slightly greater degree of wear than the hacksaw
used to cut only bone, owing to the greater hardness and density of
the copper tubing relative to bone. The kerf walls in bone produced
by the control saw after 30 cuts through copper tubing showed a
corresponding decrease in fine detail beyond that seen in the final
cuts of the bone-only sequence. As with the crosscut saw, however,
the overall morphology (beyond wear-related differences) of the
kerf walls produced by the two hacksaws was highly similar.

SEM Analysis

In the composite SEM image of the first cut from the crosscut
saw sequence (Fig. 3), several sets of fine, more or less evenly
spaced tooth striae are clearly visible, bounded above and below by
deeper passive (return) stroke striae—precisely the features antici-
pated in a cutmark generated by a brand-new saw. The majority of

FIG. 3—Composite scanning electron microscope image of left kerf wall
from the first cut of the crosscut sequence. Note sets of fine tooth striae
(light arrow) bounded above and below by deeper, coarser passive stroke
striae (dark arrow).
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individual tooth striae are delineated by sharp margins, and the pas-
sive stroke striae are well defined and readily distinguished from
one another and from the tooth striae. Overall, there is substantial
surface relief, with the deepest parts of individual striae quite dis-
tinct from the overall surface of the kerf wall.

At this level of magnification and image resolution, the vari-
ability between each stroke of the sawing motion becomes appar-
ent. In Fig. 3, note the differing angles at which each set of tooth
striae and the associated passive stroke stria are oriented relative
to the striae of other stroke cycles. This is because of variations
in the angle of attack of each cutting stroke during the sawing
process. Although this phenomenon was visible under light
microscopy, it is far more conspicuous in the SEM composite
images. This variation would prove problematic during attempts
at quantitative analysis of the kerf walls (discussed in the follow-
ing section).

The SEM images of the subsequent cuts in the crosscut saw
sequence continue to show the anticipated pattern of a decreasing
loss of fine detail over the course of the sequence. For example,
the SEM images of the sixth cut show a fair number of tooth
striae, and although many are still characterized by relatively sharp
margins, they are generally less distinct than the tooth striae in the
first cut. The tooth striae in the sixth cut also appear somewhat
broader and shallower and are not as densely spaced as those in
the first cut. This suggests that some of the sharp edges and fine
points along the margins of the saw teeth had already been blunted
by this early point in the cut series. Over the remainder of the cut-
mark sequence, the tooth striae become progressively more shallow
and less clearly defined, such that by the later cuts almost no tooth
striae are discernible. In cut 30 (Fig. 4), for example, the only striae
visible in the SEM image are the passive stroke striae, and even
these are very shallow.

With the loss of the fine tooth striae and the increasing shal-
lowness of the passive stroke striae, there is an associated loss in

the overall topography of the kerf walls. The kerf walls from cuts
24 and 30 appear rather smooth when compared to the kerf wall
from the first cut. This smoothness was noted under light micro-
scopic examination and was attributed to polishing from increased
surface contact and friction with the flat sides of the saw teeth
after the sharp edges and points had been worn away. Under elec-
tron microscopy, it becomes apparent that some of this apparent
smoothness may also be because of an increasing amount of
smearing of the bone surface. Smearing has been previously
described by both Bromage and Boyde (14) and Houck (19), in
their analyses of SEM images of knife marks, as areas of bone
that adhered to the side of the blade and were subsequently
compressed and displaced down the length of the cutmark as the
knife passed. This same phenomenon is likely occurring on the
kerf walls of the crosscut saw sequence. As the sharp edges and
fine points of the saw teeth were worn away, increasing contact
between the sides of the saw teeth and the kerf wall resulted in
a greater degrees of smearing, obscuring any fine tooth striae
present in those areas.

Example composite SEM images of selected kerf walls from the
hacksaw sequence are presented in Figs. 5 through 7. These images
also reveal the expected pattern of wear-related changes in the
appearance of the kerf wall. As was observed in the crosscut
sequence, the tooth striae become less and less distinct, with an
increase in bone smearing toward the end of the sequence. The
SEM images of the hacksaw cuts also confirm that the total
amount of change over the course of this sequence is far less than
the amount of change observed over the crosscut sequence. Addi-
tionally, the composite images of kerf walls from cut 12 (not
shown) and cut 18 (Fig. 6) both show areas of tooth hop, recogniz-
able in the images as broad, wavy lines with a regular pattern of
peaks and troughs. This feature of the kerf wall has been identified
by Andahl (4) and Symes (3) as providing important clues about
number of TPI on the associated saw blade. It is encouraging to
see that, despite an advancing degree of wear on the saw blade,
this feature is still clearly discernible and thus useable for diagnos-
tic purposes.

Quantitative Analysis

As was noted earlier, two separate approaches to quantifying
wear-related changes in kerf wall morphology were attempted using
the composite SEM images. However, each approach proved to be
unworkable. The first approach attempted to quantify changes in
the mean width of the tooth striae over the course of the cut
sequences. This approach was based on observations of apparent
increases in tooth striae width as the cut sequences progressed,
because of the progressive dulling of saw tooth edges. The expecta-
tion was that there would be statistically significant differences in
mean tooth striae width between the earlier cuts (i.e., cuts 1 and 6)
and the later cuts (i.e., cuts 24 and 30) within each of the
sequences. However, problems with this approach were encoun-
tered almost immediately.

Foremost was the issue of obtaining a valid, unbiased sample of
striae widths. The initial attempt at data collection focused on iso-
lating several areas of each kerf wall where the tooth striae were
the clearest. It quickly became obvious, though, that this would
introduce a significant bias into the sample, because the clearest
striae on each kerf wall were not necessarily representative of the
overall appearance of that particular cut. These problems could
have been solved by taking measurements of striae widths from
several standardized areas on each kerf wall. Unfortunately,
because each kerf wall has a different shape and different

FIG. 4—Composite scanning electron microscope image of left kerf wall
from cut 30 of the crosscut sequence. Note the shallow passive stroke striae
and the lack of fine tooth striae.
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configuration of striae, there are no consistent ‘‘landmarks’’ on the
images that could have served as points of reference for such stan-
dardizations. This would have caused further problems with estab-
lishing the replicability of the data collection process.

Even had these sampling problems been overcome, additional
problems would have arisen in the course of obtaining a sufficient
number of accurate measurements for statistical analysis. As the
cut sequences progress, the tooth striae lose their sharp margins
and become more and more poorly defined, making accurate mea-
surement of their widths increasingly difficult. These difficulties in
appreciating the margins of the striations are compounded by the
tendency, in later cuts, for the details of the microstructure of the
bone to visually overwhelm patterns of striations. Moreover, as
almost no tooth striae were even discernible in the later cuts from
the crosscut sequence, it would have been nearly impossible to col-
lect any usable measurements. In light of these difficulties, this
approach to quantification was abandoned.

The second attempt at statistical analysis focused on quantifying
the number of tooth striae visible within each stroke cycle on the
kerf wall. The rationale behind this approach was that as the saw
teeth become blunted, there ought to be fewer sharp points and
edges to create tooth striae on each cutting stroke, leading to a sig-
nificant decrease in the numbers of tooth striae within each stroke
cycle as the cut sequence progresses. Once again, however, sam-
pling problems were encountered almost immediately.

Because of the variability in the length and pressure of each cut-
ting stroke, there is great variation in the number of teeth that
passed through the kerf and the amount of bone that was cut away
on any given cutting stroke. Thus, on each kerf wall, there are
stroke cycles of varying heights, raising the question of which
stroke cycles should be selected for the purposes of striae counting.
As with the prior attempts to measure striae widths, there are no
convenient reference points by which to standardize the selection
of stroke cycles. Furthermore, because the angle of attack was not
consistent throughout the process of making each cut, each stroke

cycle varies in height over the width of the kerf wall. The only
way to ensure that one is counting the full number of tooth striae
in a given cutting stroke is to count the striae in the area of the
greatest height of the stroke cycle. Unfortunately, that area may not
be in the area that was imaged by the SEM, and if it is not, then
one is not actually counting the full number of striae within that
cutting stroke.

The difficulties encountered in these two attempts at quantifica-
tion of the observed wear-related changes suggest that such cut-
marks are perhaps not suited to a statistical analysis. The
fundamental issue is that there are too many variables—such as
stroke length, angle of attack, and stroke pressure—involved in the
creation of the cut sequences that could not readily be controlled.

Conclusion

It had been anticipated that SEM imaging would shed additional
light on observed patterns of wear-related changes in the appearance
of kerf walls—an endeavor that met with a fair degree of success.
The SEM images confirm the pattern of wear-related changes in kerf
wall morphology first observed under light microscopy as an increas-
ing loss of fine striae on the kerf walls over the course of the cut
sequences. These images also support the interpretation that such
changes are because of the blunting of sharp edges and points along
the cutting margins of the saw teeth. The loss of clearly delineated
tooth striae over the course of the sequences also goes toward refut-
ing Bonte’s (2) assertion that the number of striae within a stroke
cycle is approximately equal to two-thirds the number of teeth on the
saw, an assertion that has also been questioned by Symes (3). Never-
theless, other diagnostic features of the kerf wall, such as tooth hop,
persist in spite of these wear-related changes in the saw teeth, indi-
cating that even worn saw blades will still yield clues as to their class
identification. This research suggests that, although investigators
might do well to take wear-related features of the kerf wall into con-
sideration during their analyses, such features do not necessarily

FIG. 5—Composite scanning electron microscope image of right kerf wall of the sixth cut of the hacksaw sequence.
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undermine the utility of the established methods for determining the
class characteristics of the saw in question.

This study also illustrated the shortcomings of using SEM imag-
ing in forensic toolmark analysis. It is commonly thought that the
greatly increased amount of surface detail presented in SEM
images may allow improved quantification of kerf wall features,
thereby facilitating statistical analysis of the observed patterns of
wear-related changes. This was not the case. Some patterns simply
do not readily yield to quantification, and that may well be the case
here. However, some of the problems with the quantitative analyses
attempted here also stem from the realization that while the
enhanced detail of the SEM images allowed clear visualization of
the residual kerf striae in the early cuts, this same detail tended to
overwhelm the striation patterns in later cuts, as the details of

microstructure of the bone itself began to swamp the details of the
increasingly faint striae.

Furthermore, the fundamental character of SEM imaging still
makes it somewhat impractical for forensic toolmark analysis. As
with so many aspects of forensic anthropology analyses, the analy-
sis of toolmark evidence recognition is, at its core, a matter of pat-
tern recognition. The highly focused image-capture capabilities of
the SEM, which make it so well suited to the investigation of so
many microscopic phenomena, also make it perhaps less than ideal
for the analysis of patterns so broad and variable as kerf walls in
bone. In saw mark analysis, it is a truth that the whole is greater
than the sum of the parts, and in attempting to use the high resolu-
tion and magnification of SEM images to atomize the kerf wall
into quantifiable parts, the diagnostic value of the whole is lost.

FIG. 6—Composite scanning electron microscope image of right kerf wall of cut 18 of the hacksaw sequence. Note tooth hop (black rectangle).
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Of course, this is not to say in the least that the SEM analysis of
these cutmarks was completely unproductive. As noted earlier, the
SEM images created in this study confirmed several important light
microscopic observations of the characteristics of kerf walls. But
perhaps an even more important gain is the understanding that the
SEM images reveal little about the appearance of the kerf walls
that cannot also be seen under light microscopy. Additionally, the
difficulties encountered in the quantitative analysis of the SEM
images further suggest that this imaging modality may not be of
significant advantage to the forensic analysis of saw marks in bone.
This is enlightening news for forensic anthropologists involved in
toolmark research and analysis, who may be concerned that their
analyses might be made easier, more accurate, or more reliable by
the use of SEM imaging.
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TECHNICAL NOTE

CRIMINALISTICS

Jarrah R. Myers,1 M.S.F.S.

Validation of a DNA Quantitation Method
on the Biomek� 3000

ABSTRACT: Laboratory automation has the ability to increase the throughput and efficiency of laboratory processes to keep pace with current
backlogs and requests for analysis. This paper addresses the specific studies employed to properly evaluate an automated method for DNA quantita-
tion setup using Applied Biosystems Quantifiler� Human DNA Quantification kit on a Biomek� 3000. The calibration of robotic pipetting as well
as comparison with manually performed steps confirmed the accuracy of the automated methods used. Reproducibility studies evaluated differences
between robotic and manually prepared human DNA standard curves. Additional studies examined DNA samples of known quantities, extract storage
formats, sensitivity, and an assessment of contamination. The Biomek� 3000 not only demonstrated reproducibility and accuracy that equaled or sur-
passed the manual method but also revealed a contamination-free method to replace the multiple pipetting steps required during quantitation setup.

KEYWORDS: forensic science, DNA, automation, quantitation, Biomek� 3000, calibration

A number of automated or robotic instruments have been devel-
oped recently that are capable of performing a variety of tasks
ranging from rapid extraction robots to laboratory automation work-
stations that can handle upward of 384 samples. No matter how
complex the automation chosen, each has the potential to dramati-
cally increase the laboratory’s current throughput of samples requir-
ing DNA analysis.

The DNA analysis process consists of multiple transfers of liq-
uids containing either reagent or DNA from one place to another.
Any step in the process that requires a liquid transfer by hand-pip-
etting is amenable to automation, which includes DNA extraction,
DNA quantitation setup, normalization of DNA extracts for ampli-
fication, amplification setup, and preparation for injection on a
genetic analyzer. The utilization of liquid-handling robots not only
has the potential to increase throughput but also decrease the
human error involved in repetitive tasks (1). Laboratory automation
workstations, such as Beckman Coulter, Inc.’s Biomek� 3000, have
the potential to replace many of the aforementioned liquid transfer
steps that encompass the entire DNA analysis process. The major
challenge with the implementation of automation into the DNA
analysis workflow is the daunting task of completing a thorough
internal validation on a method that is novel to that particular labo-
ratory. This paper will discuss in detail the validation of an auto-
mated method for a half-volume DNA quantitation setup using
Applied Biosystems (ABI) Quantifiler� Human DNA Quantifica-
tion kit.

The internal validation studies performed fell into five main cate-
gories: accuracy, reproducibility, known samples, sensitivity, and
contamination, which were derived from the Scientific Working
Group for DNA Analysis Methods (SWGDAM) guidelines for
internal validation (2). Verifying the accuracy of the previously

optimized pipetting techniques was initially accomplished through
calibration. A specific technique was designed for each critical vol-
ume range applied during quantitation setup. The reproducibility
studies evaluated the ability of the automated method to consis-
tently generate valid results, with the focus on the human DNA
standard curve used for DNA quantitation. Known samples were
compared using automated and manual methods for quantitation
setup, and the results of the sensitivity study were compared to pre-
viously generated data. Finally, contamination studies were per-
formed to assess whether the automated method introduced
contamination into the DNA extract (source) or quantitation (desti-
nation) wells.

The validation of the Biomek� 3000 method for DNA quantita-
tion setup demonstrated that a robotically performed quantitation
setup method was just as reliable as a manually performed quanti-
tation setup procedure.

To better understand the validation using the Biomek� 3000,
one must be briefly introduced to the manner in which the transfer
of liquids is controlled on a Biomek� 3000. The Biomek� 3000 is
an automated liquid-handling workstation that pipettes desired vol-
umes of liquids by an air displacement mechanism, similar to hand
pipettes. The Biomek� 3000 software is icon based that enables a
smooth transition to the programming of methods. The Biomek�

3000 software controls the action of pipetting on three basic levels:
liquid class, pipetting technique, and pipetting template (3). The
liquid class can be altered for the unique properties possessed by
the liquid by using the liquid type editor. Properties, such as viscos-
ity, and bubble formation of an extraction reagent require certain
attention during pipetting. Viscosity can be controlled by the blow-
out volume (a leading air gap drawn up that helps to dispense the
entire volume of liquid in the tip) and the trailing air gap (drawn
up following aspiration of the liquid), which is applicable for liq-
uids that drip. The speed of the aspiration, dispense, and mix steps
can also be optimized within the liquid type editor. Each pro-
grammed step in a method requires the selection of the desired
liquid (3,4).
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The next level of control is the pipetting technique, which is also
chosen in each transfer step or aspirate and dispense step in a
method. The pipetting technique can be edited under the technique
browser. Pipetting technique enables the programmer to control the
aspiration, dispense, and mixing of any liquid type, and the pipett-
ing technique can override the liquid class settings if desired. Addi-
tional factors under the control of the pipetting technique are the
height from the bottom of the labware for aspiration and dispensing
steps. One of the most important aspects of the pipetting technique
is the calibration settings for that specific technique. Depending on
the volume, tool, and tip type chosen, a programmed pipetting step
may or may not be dispensing the desired volume. The calibration
tab within the pipetting technique editor enables the application of
the determined calibration settings to be applied such that the dis-
pensed volume is accurate (4).

The final, and most specific, level of control is the pipetting tem-
plate. The pipetting template is chosen within each pipetting tech-
nique and can be modified by the pipetting template editor.
Pipetting template allows one to control each movement of the pip-
ette tip within the well using icon-based tools. These specific
movements are speed, degree, and depth of the tip during and
between aspiration, mixing, and dispensing steps (3).

Methods

The Quantifiler� Human DNA Quantification kit in combina-
tion with the ABI Prism� 7000 SDS and SDS software was used
to generate all internal validation data for this study. Select
samples were amplified using ABI’s Cofiler� amplification kit,
injected on an ABI 310 Genetic Analyzer, and analyzed using
ABI’s GeneMapper� ID v1.0 software.

General

Before calibrating each pipetting technique and before conduct-
ing the validation studies, it was necessary to learn how to write
methods that would control the movements of the instrument. Each
pipetting technique was optimized based on the liquid chosen. Opti-
mization parameters included aspiration and dispensing speeds,
blowout volumes, and ‘‘tip dips’’ to remove any liquid remaining
on the tip. It was also discovered that 50-lL tips were the most
accurate for the pipetting of small volumes for either the P20 or
P200 tools.

Accuracy

The initial challenge with determining the accuracy of the auto-
mated pipetting techniques was caused by the small volume of
DNA required for quantitation reactions. Although the Biomek�

3000 was developmentally validated to pipette as little as 2 lL of
liquids, half-volume quantitation reactions require only 1 lL of
DNA extract. The other pipetting techniques determined to have
critical volumes in need of calibration were used in the preparation
of the human DNA standard curve: 10, 20, and 30 lL.

This method of calibration required a dye with an absorbance
range that can be measured with a spectrophotometer or plate
reader available in your laboratory. The dye chosen must have an
absorbance range compatible with the filters on the spectrophoto-
meter. The first step in calibration was to create a standard curve
by hand-pipetting a range of values surrounding the target volume.
For example, 0.5, 0.75, 1.0, 1.25, and 1.50 lL volumes were used
to prepare a standard curve for the 1-lL pipetting technique. The
absorbance values generated by the spectrophotometer or plate

reader were plotted against the corresponding volume to create a
standard curve.

The second step evaluated the accuracy of the robotic pipetting
technique compared to the standard curve generated manually as
described in the first step above. The automated method was pro-
grammed to dispense the target volume along with several volumes
surrounding the target (as had been performed in the preparation
of the standard curve) in at least 24 replicates. A volume calibra-
tion curve was determined from the average absorbance values for
each volume pipetted robotically by plotting the displaced volume
versus the actual volume dispensed (refer to Fig. 1). The scaling
factor (slope = m) and offset value (y-intercept = b) were changed
from a default of 1.0 and 0 in the calibration tab for each pipetting
method calibrated based on the volume calibration curve
generated.

The final step evaluated the accuracy of the newly calibrated
technique. Multiple replicates (n = 48) of the target volume were
dispensed by the robotic method, and the absorbance values were
used to verify the accuracy of the newly calibrated technique versus
the standard curve generated in the first step.

Some key aspects concerning the calibration of pipetting tech-
niques involved bringing the total volume to 100 lL. Some manip-
ulation of the dye concentration may also be needed to fall into the
sensitivity range of the plate reader or spectrophotometer used.
Eosin Y (Sigma-Aldrich, St. Louis, MO) dye was diluted with ster-
ile deionized water, and absorbance values were detected using a
Sunrise Plate Reader (Tecan Austria GmbH, Grodig/Salzburg,
Austria), wavelengths 420–650 nm, in conjunction with a Tecan�

Evo workstation (Tecan, M�nnedorf, Switzerland) and Magellan
software (Tecan Austria GmbH, Grodig/Salzburg, Austria). Finally,
the standard curve (prepared by hand), calibration and verification
steps should be performed on the same day from the same stock of
dye to minimize variation in absorbance values.

Reproducibility

The reproducibility studies consisted of the evaluation of the
accuracy and precision of the automated method within and
between runs. Of note, the master mix was robotically aliquoted
for the entire quantitation plate, even for those samples manually
loaded onto the plate for each study performed in the internal vali-
dation. Therefore, the only variation that should have been detected
by the quantitation results was the difference between the manual

FIG. 1—Graphical depiction of the generation of a new scaling factor
and offset value for a calibrated robotic pipetting technique. The calibration
line corresponds to the required adjustment in accuracy to be made based
upon the volume displaced during robotic pipetting as opposed to the
desired volume.
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or robotic pipetting. Section quality assurance criteria were applied
to each quantitation run. Data were compiled for the human DNA
standard curves, individual points within the standard dilution ser-
ies, and the DNA standard, to be referred to as ‘‘030321,’’ on three
separate quantitation runs. The DNA standard ‘‘030321’’ has dem-
onstrated a consistent cycle threshold (Ct) value of approximately
25 and has been used as a quality control check when verifying
new Quantifiler� lots. Reproducibility plates consisted of one man-
ually prepared set of human DNA standard curves loaded in dupli-
cate along with three Biomek� 3000 prepared human DNA
standard curves each loaded in duplicate. The DNA standard
‘‘030321’’ was loaded in six replicates each for manual and robotic
methods.

The replicates of ‘‘030321’’ and each curve generated, whether
automated or manual, were statistically compared to evaluate the
reproducibility of the Biomek� 3000.

As part of the Taqman� probe technology employed in ABI’s
Quantifiler� Human kit, the FAM dye serves as the reporter dye
for estimating the quantity of template DNA present in the quanti-
tation reaction (5). Ct(FAM) values for each point in the human
DNA standard curve were also statistically compared. The statistic
used to evaluate the variability of each curve (automated or man-
ual) and individual point was the %CV, coefficient of variation:

%CV ¼ standard deviation
average

Percentage of CV is a statistical evaluation of the dispersion of
values around the mean. Percentage of CV was an appropriate
statistic to use because it was able to compare multiple data sets
to evaluate the reproducibility of different aspects of the robotic
method, such as the Ct(FAM) values, for each point in the stan-
dard curve and of the internal DNA standard, ‘‘030321.’’

Known Samples

A total of 32 DNA extracts of known origin (previously ampli-
fied and detected or from a known source), varying sample type,
and of a range of concentrations were quantitated using an auto-
mated method. These same known extracts were also quantitated
on the same plate by manual addition to allow for a within plate
comparison. Just as with the reproducibility study, the master mix
was robotically aliquoted for the entire quantitation plate, even for
those samples manually added to the plate.

Current storage format for DNA extracts is in a 1.5-mL tube
with attached screw cap (with o-ring), which is not compatible
with an automated method. Two format changes were examined:
1.5-mL nonattached screw cap (with o-ring) and 96-deep-well
plate. The 1.5-mL tubes were left uncapped during automated
methods, while the 96-deep-well plate was covered with aluminum
sealing film. Reproducibility of the known samples was also
examined while determining the best extract storage format.

Sensitivity

Previous studies evaluating the sensitivity of manual quantitation
runs involved the serial dilution of the internal DNA standard,
‘‘030321.’’ This dilution series was prepared by hand and added
manually and robotically to a quantitation plate in which the master
mix was added using an automated method. The quantitation
results of the robotic pipetting of this sensitivity series were com-
pared to the manually added sensitivity series as well as to previ-
ously generated sensitivity data.

Contamination

Multiple contamination studies were performed by the automated
method to demonstrate whether the source or destination wells
were contaminated during robotic pipetting. Checkerboard and
zebra-stripe patterns were applied to the source plate (DNA extracts
in tube or plate format) and destination (quantitation plate) wells to
determine whether any carryover of DNA occurred between wells
containing a high level of DNA to wells containing only reagents
or blanks (TE)4). Quantitation results from the reagent-only wells
on the destination plate and the amplification of blank samples
from the source plate were evaluated to determine whether contam-
ination could be attributed to the automated method.

Results and Discussion

Reproducibility

Each Biomek� 3000 human DNA standard curve generated
passed quality assurance criteria for Quantifiler� in reference to
the slope range, y-intercept, and R2 values (>0.98; R2 statistic eval-
uates the fit of the individual points when compared to a linear
regression line of the points).

The average reproducibility of the Biomek� 3000’s robotic prep-
aration and addition of each standard in the human DNA standard
dilution series for DNA quantitation was 0.77%, which consisted of
nine separate curves added in duplicate across three quantitation
runs (Table 1). The average %CV for each standard in the manu-
ally generated human DNA standard dilution series across the three
quantitation runs was 1.29%. The within run reproducibility of the
robotic and manual preparation of the human DNA standard curves
for quantitation is demonstrated graphically in Fig. 2. Similarly,
Fig. 3 demonstrated the variation between standard curves gener-
ated for both manual and robotic curves. The evaluation of the
reproducibility was graphed based on the %CV values calculated
from each duplicate standard curve.

The average Ct(FAM) value using the 1-lL robotic pipetting
technique for the DNA standard, ‘‘030321,’’ during the reproduc-
ibility runs was 24.77 when compared to 25.11 for the manually
added DNA standard yielding a percent difference of 1.35%. The
average %CV of robotic pipetting for 1 lL of ‘‘030321’’ was
0.38% when compared to 0.39% for manual pipetting.

The reproducibility results demonstrated that the automated plat-
form for quantitation setup was slightly more precise than a manu-
ally performed setup because of a lower %CV value. Evaluation of
the accuracy of robotically performed pipetting could only be com-
pared to the results of manually loaded samples and standards. One

TABLE 1—Reproducibility of human DNA standard curve for quantitation.

Standard
Point

Robotic Method Manual Method

Average
Ct(FAM) STDEV %CV

Average
Ct(FAM) STDEV %CV

50 ng 22.68 0.204 0.90 22.86 0.243 1.06
16.7 ng 24.35 0.096 0.40 24.36 0.157 0.64
5.56 ng 25.92 0.121 0.47 26.02 0.280 1.07
1.85 ng 27.58 0.206 0.75 27.51 0.176 0.64
0.62 ng 29.18 0.127 0.43 28.86 0.365 1.27
0.21 ng 30.64 0.259 0.85 30.15 0.365 1.21
0.068 ng 31.98 0.301 0.94 32.10 0.409 1.27
0.023 ng 33.58 0.484 1.44 33.45 1.063 3.18

Average 0.77 Average 1.29
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would expect similar variation between multiple quantitation runs
of the same sample or standard.

An additional reproducibility study (referred to as Reproducibil-
ity #2) performed during another aspect of the validation also eval-
uated accuracy of the robotic pipetting of 1 lL of the internal
DNA standard, ‘‘030321.’’ Refer to Table 2 for the comparison of
the reproducibility results for ‘‘030321’’ developed as well as the
percent difference between both automated reproducibility studies
and the values obtained from manual pipetting. The results demon-
strate that automated pipetting of 1 lL of sample is not only repro-
ducible but accurate as supported by minimal percent differences
between manual and robotic pipetting Ct values.

Known Samples

For the 32 known samples quantitated robotically and manually,
the percent difference was 1.18%. Concordant results were demon-
strated by inhibited samples for both manual and automated meth-
ods in which the Ct value for the internal passive control was
undetermined.

Format verification studies using the known samples in 1.5-mL
nonattached screw cap tubes and 96-deep-well plates demonstrated
accurate quantitation results consistent with previously developed
results from the manual method. The reproducibility across three
quantitation runs containing the same known samples in different

FIG. 2—Variation of robotically prepared curves (in duplicate) versus one manual curve (in duplicate) per quantitation run. %CV corresponds to the aver-
age variation between duplicate values for each standard curve prepared robotically and manually.
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storage formats was measured by an average %CV of 1.34% and
an average percent difference of 1.29%. The minimal percent dif-
ference in combination with the reproducibility of quantitation
results between formats supports the conclusion that consistent
quantitation results are independent of the extract format.

Because of successful quantitation results from previously dis-
cussed studies, the remaining aspects of the validation only evalu-
ated the performance of the automated quantitation setup method.

Sensitivity

Automated quantitation setup results for the dilution series of
‘‘030321’’ demonstrated a limit of detection equivalent to the
1:1024 dilution of stock ‘‘030321.’’ The quantitation result of this
dilution was 13.5 pg ⁄lL as opposed to the expected result of
9.77 pg ⁄lL, such that the quantitation result slightly overestimated
the actual quantity of the sample.

The lower limit of detection of the automated method was con-
sistent with previously determined detection limits of 13 and
9.5 pg ⁄lL from the manual Quantifiler� validation and manual
half-volume verification study.

Contamination

The results of the zebra-stripe and checkerboard-patterned quanti-
tation runs evaluating the possibility of contamination of the quanti-
tation plate and source DNA plates demonstrated that 145 of 148
total blank wells yielded undetermined results. The results of the
three wells that yielded a Ct(FAM) result were 35.32, 37.92, and
36.83. Quantitation results with such high Ct values could easily
correspond to normal background fluorescence that varies well to
well and run to run.

As DNA quantitation is an end-step process, the most important
aspect of assessing possible contamination through the robotic setup
was the evaluation of the source plates containing extracted DNA
as these tubes or wells remain open on the deck throughout the
automated method. The workflow of the robotic tool and tip in
itself is a means of preventing contamination. DNA extracts,
whether in tube racks or 96-well plates, are placed on the rear of
the deck, while the destination and reagent tubes are placed on the
front of the deck such that a used tip will never travel over DNA-
containing tubes or wells.

Further investigation of possible source contamination was eval-
uated by the performance of an automated quantitation setup
method from a checkerboard pattern of DNA and blank samples
from both 24-tube rack and 96-well plate formats. Quantitation
results for samples containing DNA and blank samples from
these source racks demonstrated undetermined or undetectable
amounts of DNA. Ten blanks from each source DNA extract for-
mat were chosen for downstream amplification. All 20 samples
were in the path of tip travel between aspiration from the source
plate toward the quantitation plate. No genetic information was
developed from the amplification and detection of these 20 blank
samples.

Conclusions

The estimation of the quantity of amplifiable human DNA is an
important step in the DNA analysis process because future manipu-
lations of the sample can be determined based upon the results of
this step. Such decisions include whether to treat the sample for the
possible presence of PCR inhibitors, whether or not to stop the
analysis as well as how much extract to amplify. The goal of this
internal validation was not only to validate an automated system
for quantitation setup but also to demonstrate that this automated
system maintained the desired quality and reliability that has been
demonstrated with manual quantitation setup.

The Biomek� 3000, using calibrated pipetting techniques, dem-
onstrated the ability to accurately and reproducibly quantify the
amount of amplifiable human DNA from extracted DNA samples
in a 1.5-mL screw cap (nonattached) format and 96-well plate
format. Although sometimes implied by the word automation, the
Biomek� 3000 empirically demonstrated that the most impressive
aspect of its operation was the reproducibility that it demonstrated
through repeated preparations of human DNA standard curves as
well as the reproducible pipetting of 1 lL of DNA.

The measurements of variation (and therefore reproducibility)
were below 2%, and the percent differences between automated
and manual setup were also below 2%. The minimal amount of
variation between repeated tasks as well as between automated
and manual techniques further supports the conclusion that the
Biomek� 3000 reliably performs the protocols for quantitation of
human DNA (6).

Another important goal in demonstrating the quality and reliabil-
ity of this automated platform was to evaluate the possibility of
contamination, whether it occurred at the source (DNA) or destina-
tion (quantitation plate). Contamination was evaluated by the
amplification of blank samples adjacent to DNA-containing tubes
or wells. No DNA was detected in these blank samples through
quantitation, while amplification results further demonstrated that
contamination does not occur during robotic methods, supporting
previous validation work (7–10).
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A New Method for Human ABO Genotyping
Using a Universal Reporter Primer System

ABSTRACT: We developed a new method for forensic ABO genotyping based on a universal reporter primer (URP) system. This allows for
the simultaneous detection of six single nucleotide polymorphism (SNP) sites in the ABO gene (nucleotide positions 261, 297, 526, 703, 796, and
803). This URP system provides obvious peaks, ranging from 82 to 151 bp in length. ABO genotypes were classified and successfully genotyped by
our method, including minor alleles that may cause a discrepancy between the genetic data and serological phenotypes. Full profiles were identified
using as little as 0.1 ng (0.05 ng ⁄ reaction) of standard K562 and 9947A DNA. Moreover, the success rate of genotyping from a URP system was
much higher than that from a conventional primer extension method in degraded DNA. This method enables simple and rapid detection of multiple
SNP sites on human ABO genes and is highly specific and sensitive when using limited and degraded DNA.
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The ABO blood system has been routinely analyzed for use as a
forensic identification tool. For cases in which serological typing is
unclear, genotyping of single nucleotide polymorphisms (SNPs) on
the ABO gene, which encodes glycosyltransferases on chromosome
9, is an alternative and useful method, even if residual DNA in
forensic materials is limited and ⁄ or degraded. In recent years, an
increasing number of variations have been found on this gene,
especially in exons 6 and 7 (1,2). Some of these variations cause
amino acids substitutions, resulting in different ABO serological
phenotypes. In addition to the frequently observed standard classifi-
cation (A, B, AB, and O), classification of many subgroups is pos-
sible because of different combinations of identified SNPs (3).
However, from a forensic perspective, we must select SNPs and
obtain genetic results of ABO types that correspond to phenotypes
from serological tests. Although nucleotide positions (nps) 261 and
703 are representative SNP sites for ABO grouping (4), other sites,
such as nps 220, 802, and 803, are useful to avoid discrepancies
between genetic and serological tests (5).

Numerous techniques are available for SNP genotyping, and the
polymerase chain reaction–restriction fragment length polymorph-
ism (PCR–RFLP) method or primer extension assay has been used
for the detection of multiple SNPs in the forensic field (4–9). How-
ever, these techniques are time consuming. Although standard
allele-specific amplification and subsequent gel electrophoresis
detection is also a popular strategy for SNP genotyping, false-posi-
tive results sometimes occur (10), and this technique requires high
specificity in the design of primers and exact conditions for ampli-
fication. SNP genotyping using a universal reporter primer (URP)

system is a simple and rapid fluorescence-based method (11) con-
sisting of two-phase amplification and subsequent electrophoretic
analysis. The amplification reaction is performed using characteris-
tic nonlabeled locus-specific primers combined with URPs and flu-
orescence-labeled universal primers. In recent years, this technique
has been reported to be useful for degraded DNA from forensic
samples (11). We also reported successful identification of severely
degraded DNA from a 4-year formalin-fixed tissue using allele-spe-
cific amplification with URPs (12).

In this study, we developed a simple and rapid method for foren-
sic ABO genotyping using a URP system, and herein report the
specificity of amplification primers and the sensitivity in limited
and degraded DNA.

Materials and Methods

Buccal cells were collected from 26 healthy Japanese individu-
als, and DNA was extracted using the QIAamp DNA Blood Mini
Kit (Qiagen, Hilden, Germany) according to the manufacturer’s
instructions. DNA concentration was determined using Nano Drop
ND-1000 (Nano Drop Technologies, Wilmington, DE). We
selected six SNP sites (nps 261 and 297 from exon 6 and nps 526,
703, 796, and 803 from exon 7) identified in human ABO genes,
and designed amplification primers for phase I and II reactions as
described previously (11). The principle of two-phase amplification
using a URP system was illustrated in Fig. 1. The phase I reaction
was performed using two allele-specific forward primers and one
reverse primer in each locus (Table 1). These primers were
designed using universal sequences upstream of locus-specific
sequences with SNP alleles at the 3¢ terminus. The forward primers
contained universal 9 tails (uni9) or universal 11 tails (uni11), and
the reverse primers contained universal 13 tails (uni13). Two fluo-
rescence-labeled universal primers were used in the phase II reac-
tion, and the 5¢ terminus of uni9 and uni11 was tagged with FAM
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(blue) and HEX (green), respectively. Primers for the phase I reac-
tion were classified into two sets (nps 261, 526, and 796 for set A
and 297, 703, and 803 for set B) and mixed in each set before
PCR. Up to 1 ng of DNA extracts was amplified in a total volume
of 20 lL containing an optimized concentration of phase I primer
mix (set A or set B), and the reagent of the multiplex PCR kit
(Qiagen) using the following conditions: 95�C for 15 min; seven
cycles of 94�C ⁄ 30 sec, 60�C ⁄15 sec, 72�C ⁄ 15 sec, 60�C ⁄ 15 sec,
72�C ⁄ 15 sec, 60�C ⁄15 sec, 72�C ⁄ 15 sec; and 32 cycles of
94�C ⁄ 30 sec, 76�C ⁄105 sec. Using 0.5 lL of sets A and 1.5 lL of
set B products after phase I, phase II amplification was performed
in total volume of 20 lL containing 0.8 pmol of phase II primers,
and 0.5 units of AmpliTaq Gold DNA polymerase (Applied Bio-
systems, Foster City, CA) using the following conditions: 95�C for
11 min; and two cycles of 94�C ⁄ 60 sec, 60�C ⁄30 sec, 76�C ⁄
60 sec, followed by a 4�C hold. The PCR product (0.5 lL) was
added to 10 lL of Hi-Di Formamide (Applied Biosystems) contain-
ing 0.3 lL of GeneScan HD400 ROX Size Standard (Applied Bio-
systems). Samples were analyzed using an ABI PRISM 310
Genetic Analyzer (Applied Biosystems). The sequence of exons 6
and 7 was analyzed to determine alleles of each locus. The
sequencing reaction was performed using the BigDye Terminator
v1.1 Cycle Sequencing Kit (Applied Biosystems), according to the
manufacturer’s instructions. To examine the specificity of the geno-
typing reaction in homozygous and heterozygous alleles, we used

the discrimination factor (DF) for evaluation. The duplicate peak
heights of relative fluorescence units data from the electrophero-
grams were averaged to obtain mean heights (H), and the DF was
calculated using the following normalizing algorithm: DF = (Hblue

peak)Hgreen peak) ⁄ (Hblue peak+Hgreen peak). To confirm the sensitivity
of this system, we also analyzed ABO genotypes using standard
DNA (K562 and 9947A), and applied this system to degraded
DNA from forensic samples. DNA was extracted by the standard
phenol ⁄ chloroform method after decalcification or QIAamp DNA
Micro kit (Qiagen) according to the manufacturer’s instructions.
We used 0.5 lL of DNA extracts for two multiplex reactions and
followed the detection method as described earlier.

Results and Discussion

The URP system provided different labeled products correspond-
ing to the existing alleles in a two-phase amplification reaction.
The 3¢end of phase I primers was located in the targeted SNPs in
each locus, and an allele-specific amplicon with uni9 and ⁄ or uni11
tails was obtained after the phase I reaction. In the phase II reac-
tion, FAM-label or HEX-label was added to the products by ampli-
fication using fluorescence-labeled universal primers. Two-phase
amplification and fluorescence-based detection provided obvious
peaks of six SNPs in exons 6 (nps 261 and 297) and 7 (nps 526,
703, 796, and 803) on human ABO genes. Electropherograms of

FIG. 1—Schematic of two-phase amplification using a URP system.

TABLE 1—Primer sequences for the phase I reaction.

Region
Nucleotide

Position SNP Sequence (5¢-3¢)*
Fragment Size of

Target Genome (colors)
Amount

(pmol ⁄ 20 lL)

Exon 6 261 G uni9-GAAGGATGTCCTCGTGGTG 79 bp (blue) 1.0
del G uni11-GGAAGGATGTCCTCGTGGTA 79 bp (green) 2.0

uni13-TCGTTGAGGATGTCGATGTT 2.0
297 A uni9-GTTGAGGATGTCGATGTTGgAT� 52 bp (blue) 1.0

G uni11-GTTGAGGATGTCGATGTTGgAC� 52 bp (green) 1.0
uni13-TTGGCTGGCTCCCATTGT 1.0

Exon 7 526 C uni9- AGCTGTCAGTGCTGGAGGTGC 86 bp (blue) 1.8
G uni11-AGCTGTCAGTGCTGGAGGTGG 86 bp (green) 1.8

uni13-ACGCACACCAGGTAATCCAC 1.8
703 G uni9-CGGCTGCTTCCGTAGAAGCC 115 bp (blue) 3.0

A uni11-CGGCTGCTTCCGTAGAAGCT 115 bp (green) 3.0
uni13-ATTACCTGGTGTGCGTGGAC 3.0

796 C uni9-ACGAGGGCGATTTCTACTACC 98 bp (blue) 1.8
A uni11-CGAGGGCGATTTCTACTACA 97 bp (green) 1.8

uni13- GTCGACCATCATGGCCTAGT 1.8
803 G uni9- ACCGACCCCCCGAAGAACC 48 bp (blue) 2.0

C uni11- ACCGACCCCCCGAAGAACG 48 bp (green) 2.0
uni13- GGACGAGGGCGATTTCTACT 2.0

*Each primer contains universal sequences upstream of locus-specific sequences: uni9 (CGACGTGGTGGATGTGCTAT) or uni11
(TGACGTGGCTGACCTGAGAC) for forward primers and uni13 (CAAGCTGGTGGCTGTGCAAG) for the reverse primer in each SNP locus.

�Small letters indicate nucleotides mismatched to the reference exon 6 sequences.
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common ABO genotypes (AA, AO, BB, BO, AB, and OO) are
shown in Fig. 2. Corresponding to existing allele(s) of genomic
DNA, the blue (FAM-labeled) and ⁄ or green (HEX-labeled) peaks
with the same fragment sizes were identified in each locus, except
for np 796. At np 796 alone, one base difference that was consis-
tent with the difference of the primer length was observed between
C and A alleles. Electropherogram of the OO genotype contains a
nonspecific blue peak near the green peak derived from O allele at
np 261. However, the size of this nonspecific peak is shorter than
that of the green peak, and the blue ⁄green peaks observed can dis-
tinguish this OO genotype from other genotypes including hetero-
zygous alleles at np 261. Although the size of the target genomes
ranged from 48 to 115 bp, the final products also contain 40 bp of
universal sequences. All peaks ranged from 82 to 151 bp in the
electropherogram, and the actual sizes of peaks were close to the
expected sizes of amplicon.

DNA genotyping results do not always reflect the phenotype,
and some minor alleles do not contain typical sequences in major
groups. For example, O303 lacks the single-base deletion at np 261
(13), which is commonly observed in the O allele, and A204 con-
tains the substitution of A at np 703 characteristic of the B allele

(14,15). In addition to these alleles, cis-AB02 (16) and O207 (17)
also contain SNP sites that cause possible mistyping. The ABO
grouping using the six SNPs selected in this study is shown in

FIG. 2—Electropherograms of common ABO genotypes by a URP system. The SNP profiles of six genotypes (AA, AO, BB, BO, AB, and OO) are shown,
and the number above the peak in AA genotype indicates each SNP locus of the ABO gene. The X-axis indicates the length of the DNA fragment, and the
Y-axis indicates relative fluorescence units. The arrowhead indicates a nonspecific peak identified in the OO genotype.

TABLE 2—ABO grouping using six single nucleotide polymorphisms.

Group Allele

Nucleotide Position

261 297 526 703 796 803

A A101* G A C G C G
A113 G
A204 G G A

B B101* G G A A C
B107 G A A C
B108 G A A C

B(A)01 G G A C
cisAB cis-AB01 C

cis-AB02 G G A C
O O101* delG

O201* delG G
O207 delG G G A A C
O303 G G

*Representative allele with indicated single nucleotide polymophisms.
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Table 2, and expected color of peaks in representative pairs of
alleles were shown in Table 3. ABO genotypes were classified and
successfully genotyped by our method, including minor alleles that
may cause a discrepancy between the genetic data and serological
phenotypes. Moreover, some variations (e.g., np 802) targeted in
other studies are rare in the Japanese population (5,18), and a vali-
dation study could not be performed conclusively in these sites. On
the other hand, the six selected SNPs are common in various popu-
lations, and classification based on these SNPs is easy to validate
with genotyping.

To elucidate the specificity of amplification primers, we deter-
mined the DFs using homozygous and heterozygous alleles of 26
Japanese individuals. The DFs at the six SNP sites are shown in
Fig. 3. The value was expected to be close to 1.00 or )1.00 in the
two homozygous alleles and 0 in the heterozygous allele. The DFs
from one homozygous allele ranged from 1.00 to 0.63 among the
six SNP sites, and the other homozygous allele ranged from
)0.85 to )1.00. The averages DFs in the homozygous alleles were
0.90 and )0.95, respectively. On the other hand, the DFs from
heterozygous alleles ranged from 0.18 to )0.28 among the six
SNP sites, and the average was )0.02. The 297A ⁄G primers have
G at the third nucleotide from the 3¢ terminus, which is mis-
matched to exon 6 sequences, and the specificity of the genotyping
reaction increased significantly compared with the perfectly
matched primers (data not shown). Our results indicated that all
SNP sites showed clear differentiation between homozygotes and
heterozygotes.

To clarify the lower limit, we performed SNP genotyping using
diluted templates of standard K562 and 9947A DNA. Diluted
templates (1, 0.5, 0.1, and 0.05 ng) of standard DNA were
amplified for two multiplex reactions of sets A and B primer mix,
and each dilution was typed for five replicates (Table 4). Full
profiles were identified using as little as 0.1 ng (0.05 ng ⁄ reaction)
of standard DNA. Amplification using 0.05 ng (0.025 ng ⁄ reaction)
of DNA caused nonspecific product or dropout of expected
alleles.

We applied this method to forensic samples (tooth, bone, and
nail) collected from 24 cases. At first, these samples were analyzed
by a conventional primer extension method using the SNaPshot kit

TABLE 3—Color of peaks observed in representative allele pairs.

Phenotype Allele Pair

Nucleotide Position

261 297 526 703 796 803

A A101 ⁄ A101 B B B B B B
A101 ⁄ O101 B ⁄ G B B B B B
A101 ⁄ O201 B ⁄ G B ⁄ G B B B B

B B101 ⁄ B101 B G G G G G
B101 ⁄ O101 B ⁄ G B ⁄ G B ⁄ G B ⁄ G B ⁄ G B ⁄ G
B101 ⁄ O201 B ⁄ G G B ⁄ G B ⁄ G B ⁄ G B ⁄ G

AB A101 ⁄ B101 B B ⁄ G B ⁄ G B ⁄ G B ⁄ G B ⁄ G
O O101 ⁄ O101 G B B B B B

O101 ⁄ O201 G B ⁄ G B B B B
O201 ⁄ O201 G G B B B B

B and G indicate the blue and green peaks of each amplicon,
respectively.

FIG. 3—Discrimination factors (DFs) in homozygous and heterozygous alleles at six SNP sites. (A) np 261; (B) np 297; (C) np 526; (D) np 703; (E)
np 796; and (F) np 803. Each column represents the average € SD of the DFs by analysis of 26 Japanese individuals.
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(Applied Biosystems) described previously (7), and ABO genotypes
were successfully determined in 14 samples. Of the remaining 10
samples, obvious peaks were not identified, suggesting that the
residual DNA was heavily degraded; complete locus drop-outs
were observed. On the other hand, the success rate of genotyping
from a URP system was much higher than that from a primer
extension method, and our genotyping method gave full profiles in
22 samples. Duplicate analysis using degraded DNA showed the
different DFs of homozygous and heterozygous alleles, and the
interpretation with two or more genotyping would be needed for
possible mutations in analysis of degraded DNA.

This approach is a simple, rapid, highly specific, and sensitive
technique for forensic ABO genotyping. The reaction only
requires multiplex PCR reagents and nonlabeled and fluorescence-
labeled characteristic primers, and amplification using six designed
primers performed in two multiplex reactions with identical ther-
mal cycling condition. Reaction mixture for two-phase amplifica-
tion can be easily prepared, and a series of amplification, which
can provide fluorescence-labeled products in multiple SNP loci,
was performed within 3 h. Two amplicons are simultaneously
detectable in a Genetic Analyzer, which is widely used in foren-
sic application, and the sizes of fragments and the detectable
color of peaks make it easy to determine existing alleles of each
SNP. Moreover, fluorescence-based genotyping using a URP
system can avoid false-positive results, which are sometimes
caused by standard allele-specific amplification and subsequent
agarose gel electrophoresis (10). Instead, the product size from
electropherograms is exactly determined for each locus, and we
can easily distinguish whether the expected peak occurs or not.
PCR–RFLP is one of the most popular methods for forensic SNP
genotyping (4,6), but multiple SNPs detection is unsuitable
because simultaneous use of restriction enzyme is sometimes diffi-
cult. The primer extension technique is also popular and easily
provides SNP determinations with fluorescence labeling of

existing alleles (5,7–9). However, this assay is robust and consists
of four multistep reactions. Moreover, the signal strengths of the
fluorescence labeling are not well balanced, which make it
difficult to distinguish between homozygous and heterozygous
alleles. Although newly introduced SNP genotyping tools, such as
MALDI ⁄ TOF-MS (19), Taqman PCR (20), and DNA array (21),
can be also applied for forensic use, these methods require expen-
sive equipment.

In conclusion, we developed a new technique based on a URP
system for forensic ABO genotyping. This method allows simple
and rapid detection of multiple SNP sites on the human ABO gene.
In addition, genotyping using the designed primers is highly
specific and sensitive in analysis of limited and degraded DNA.
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Using Gas Chromatography with Ion Mobility
Spectrometry to Resolve Explosive
Compounds in the Presence of Interferents*

ABSTRACT: Ion mobility spectrometry (IMS) is a valued field detection technology because of its speed and high sensitivity, but IMS cannot
easily resolve analytes of interest within mixtures. Coupling gas chromatography (GC) to IMS adds a separation capability to resolve complex matri-
ces. A GC-IONSCAN� operated in IMS and GC ⁄ IMS modes was evaluated with combinations of five explosives and four interferents. In 100 explo-
sive ⁄ interferent combinations, IMS yielded 21 false positives while GC ⁄ IMS substantially reduced the occurrence of false positives to one. In
addition, the results indicate that through redesign or modification of the preconcentrator there would be significant advantages to using GC ⁄ IMS,
such as enhancement of the linear dynamic range (LDR) in some situations. By balancing sensitivity with LDR, GC ⁄ IMS could prove to be a very
advantageous tool when addressing real world complex mixture situations.

KEYWORDS: forensic science, explosives, ion mobility, ion mobility spectrometry, gas chromatography, portable, contraband, screening

An important challenge facing law enforcement and military per-
sonnel is the ability to detect, correctly identify, and interdict the
illegal possession of explosives intended to initiate terror and harm
citizens, both nationally and internationally. Ion mobility spectrom-
etry (IMS) is a proven technology for trace screening of explosive
compounds in field settings (1–16). Some of the advantages with
IMS include the following: low detection limits for single-compo-
nent samples (nanogram detection limits); fast analysis time (pro-
vides output data in seconds); no required sample pretreatment of
solids or analytes in solution; operates at atmospheric pressure
eliminating bulky vacuum systems, detects both positive and nega-
tive ions, which provides good selectivity; can be miniaturized and
battery operated; and is comparably less expensive to purchase and
operate than other trace detection technologies (1,2,4,5,10,17,18).
As of 2005, more than 15,000 field portable IMS instruments are
in use for explosives detection (12).

While many IMS instruments are used in the field to locate
explosives, as with all detection techniques, there are limitations.
IMS does not handle chemical mixtures adequately because of the
complex interactions in the IMS source that leads to obscure or less
distinct plasmagrams (19–21). IMS instruments are prone to

inaccurate detection and false positive responses when chemical in-
terferents are present in samples. IMS instruments are also rela-
tively easy to saturate resulting in a linear response range that is
often limited to one to two orders of magnitude. Thus, sample size
must be carefully controlled at the instrument’s entrance to prevent
saturation or nonlinear response (5,12,20,22–24). If these limitations
can be mitigated, IMS can be a more powerful tool in detecting
explosives under a variety of confounding sampling situations.

One way to overcome IMS limitations is by coupling a gas chro-
matograph (GC) to the IMS detector (25–29). While two chemicals
can have identical IMS ion mobilities, the chemicals typically have
different GC retention times, which helps separate chemicals prior to
entering an IMS (30,31). The addition of GC to IMS has demonstrated
improved trace organic chemical detection through better resolution,
lower detection limits, reduced detector saturation, and increased IMS
linear range (32,33). GC provides the advantage of separating analyte
mixtures into individual components for detection, but the addition of
GC increases system complexity, power consumption, and analysis
time which all work against the advantages of IMS alone (34,35).
Consequently, if GC is to be added to an IMS detector for field appli-
cations, the disadvantages should be eliminated or reduced.

The objective of this research was to compare GC ⁄ IMS and IMS
for the detection of explosive compounds in the presence of interf-
erents. The performance characteristics of IMS mode and GC ⁄ IMS
mode were evaluated to determine the method detection limit
(MDL), accuracy, and precision in the detection of five explosive
compounds amidst four complex chemical mixtures as interferents.

Materials and Methods

Instrumentation

The instrument used in this research, a Smiths Detection GC-
IONSCAN� (Warren, NJ), can be operated in IMS mode or
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GC ⁄ IMS mode with the ability to switch between positive or nega-
tive ion mode. In the IMS mode, analytes are thermally desorbed
in a solid phase desorber (SPD) and combined with makeup gas
(filtered ambient air). The GC column is bypassed permitting rela-
tively fast (<15 sec), direct analysis of samples. In the GC ⁄ IMS
mode, thermally desorbed analytes enter a sample loop (10 cm
MXT-1; 0.53 mm internal diameter; 7.0 lm film thickness) which
acts as a preconcentrator for GC separation. The sample loop (pre-
concentrator) is subsequently heated and sample vapors are carried
into the GC (15 m MXT-1; 0.53 mm internal diameter; 1.0 lm
film thickness). In the positive ion mode, a trace amount of
nicotinamide is automatically added into the ionization region as an
internal calibrant. In the negative ion mode, a trace amount of
4-nitro-benzylnitrile is automatically added as an internal calibrant.
In each mode, the software uses the internal calibrant drift time to
correct for the expected ion mobilities (Ko) of targeted compounds.

The GC-IONSCAN� was used in accordance with the user’s
manual and manufacturer recommendations. Data acquisition
parameters for each of the five explosives analyzed are listed in
Table 1. When operated in IMS mode, sample carrier gas and drift
gas (350 mL ⁄ min) were ambient air purified with activated char-
coal and a desiccant in the instrument’s purification unit. When
operated in GC ⁄ IMS mode, BIP� helium (Airgas, Salem, NH) was
used as the carrier gas. All methods and data were analyzed and
processed using the GC-IONSCAN� software (Instrument Manager
version 5.114). HMTD and TATP were not part of the original
onboard library for the GC-IONSCAN�; however, they were added
using method parameters obtained from the manufacturer.

Explosives Sample Preparation

The following explosive materials (all 99% or greater in purity)
were provided by the FBI Explosives Unit of the Laboratory Divi-
sion (Quantico, VA) and dissolved to concentrations of 500, 100,
50, 10, 5, 1, and 0.1 ng ⁄lL of solvent.

• Hexamethylene triperoxide diamine (HMTD) dissolved in
acetone

• Pentaerythritol tetranitrate (PETN) dissolved in methanol

• 1,3,5-Trinitro-1,3,5-triazine (RDX) dissolved in methanol
• Triacetone triperoxide (TATP) dissolved in methanol
• 2,4,6-Trinitrotoluene (TNT) dissolved in methanol.

To accurately transfer a known quantity of explosive to each
swab, 1 lL of a dissolved explosives solution was directly depos-
ited onto Teflon� swabs (Smiths Detection, Warren, NJ). The sol-
vent was allowed to evaporate (c. 5 sec), leaving the desired mass
load of explosive on the swab before it was placed into the instru-
ment’s SPD. The sum of the analyte’s maximum peak amplitudes
was recorded and used for comparisons.

Interferents

Four common commercial products (two beverages, a moistur-
izer, and fertilizer) that could be used in real world explosive con-
cealment attempts were selected as interferents to evaluate the
effect of chemical matrix interferents. The identity of the interfer-
ents are withheld in the interest of security. Interferents #1 and #2
were deposited onto swabs in 5-lL aliquots and allowed to dry.
The average dry weight of Interferent #1 and Interferent #2 depos-
ited on the Teflon� swab was 700 and 420 lg, respectively. The
weight was determined by weighing five of each interferent con-
taining swab and calculating the mean. A 100-mg droplet of Inter-
ferent #3 was placed on a 10 square inch clean pane of glass and
spread as evenly as possible using a gloved finger. Swab wipes
(1 cm swipe) were collected from the glass pane. The average
weight of Interferent #3 collected on the Teflon� swab was
500 lg. For Interferent #4, 25 mg of dry particles was placed
inside a 0.5-L plastic bag and shaken. One-centimeter swab wipes
were collected from the bag interior. The average dry weight of
Interferent #4 collected on a swab was 450 lg. The relative
quantity of each interferent was designed to simulate real world
situations at disguising explosive compounds.

Explosives with Interferents

Sample swabs were prepared with the four interferents, as previ-
ously described, and subsequently spiked with a known mass of

TABLE 1— GC-IONSCAN� data acquisition parameters.

HMTD* PETN RDX TATP* 2,4,6-TNT

IMS Experimental Conditions

Operating mode Negative Negative Negative Positive Negative
Sampling time (sec) 10
SPD temperature (�C) 225 227 227 220 227
Inlet temperature (�C) 240 242 242 225 242
Drift tube temperature (�C) 105 112 112 150 112
Electric field gradient (V ⁄ cm) 200 200 200 175 200

GC ⁄ IMS Experimental Conditions

Loop (preconcentrator) cycle program (sec) Sample (10); Heat (3); Purge (15); Cool (15)

Loop (preconcentrator) temperature (�C) 220 220 220 240 220
Valve temperature (�C) 200 200 200 220 200
Oven initial temperature (�C) 120 120 120 80 120
Oven initial hold (sec) 20 20 20 120 20
Oven ramp rate (�C ⁄ min) 40 40 40 40 40
Oven final temperature (�C) 240 240 240 120 240
Final hold (sec) 20 20 20 20 20
Transfer line temperature (�C) 180 220 220 240 220
Analysis duration (sec) 220
Product ion retention time (sec) (variability) 90 114 117 71 100

*TATP and HMTD were not part of the original onboard library. Analysis was performed using parameters obtained from Smiths Detection.
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the explosive compound (see Table 2). The spiked concentration
(mass loading level) of each explosive compound was at least one
serial dilution concentration higher than the observed MDL under
pure (exemplars) conditions.

Results and Discussion

Linear Dynamic Range

The IMS and GC ⁄ IMS operational modes of the instrument were
evaluated to determine whether the addition of a GC affects the lin-
ear dynamic range (LDR) of the IMS. Response curves are shown
in Fig. 1 for the five selected explosive compounds. GC ⁄ IMS was
expected to limit the amount of sample entering the IMS at any
one time and thereby prevent saturation of the IMS. In all five
cases, the GC ⁄ IMS mode had lower signal intensity than IMS
mode resulting in decreased sensitivity. This effect is most likely
due to the limited capacity of the instrument’s sample loop (precon-
centrator), which is only used during the GC ⁄ IMS mode.

In GC ⁄ IMS mode, the instrument is designed to pass sample
and carrier gas for a preset period of time through a preconcentra-
tor, described earlier, that essentially acts as a trapping medium.
Subsequently, a six-port valve reverses flow and the preconcentra-
tor is simultaneously heated to desorb and transfer the analytes into
the GC column for chemical separation. All preconcentrators have
a limited trapping capacity, which can differ among compounds.
Once a preconcentrator reaches its maximum trapping capacity for
an analyte, any subsequent analyte will simply pass through (break-
through) and may never be transferred into the GC column or, in
this case, the IMS.

The GC ⁄ IMS response in Fig. 1a–e has a lower peak amplitude
than the IMS response at nearly all concentrations even though the
IMS settings remained the same. The decreased signal response for
GC ⁄ IMS at the same concentrations may be primarily attributed to
the limiting effect of the sample loop. As mentioned, analyte is lost
when the preconcentrator reaches its maximum trapping capacity.
The decreased response may also be because of inefficient transfer

of sample vapors into the GC or the IMS. With analysis of RDX
(Fig. 1a), it appears that in IMS mode the initial response (slope or
sensitivity) ends at c. 5 ng whereas for GC ⁄ IMS the initial response
curve ends at c. 10 ng. This difference is minor and it would be
difficult to suggest that the instrument in this configuration has a
greater LDR under GC ⁄ IMS conditions over that of IMS alone
(the sensitivities are approximately equivalent). The steep slope
indicates that sensitivity is good, but at the same time the LDR is
poor. This is one of the major limitations with IMS, especially in
field environments. However, in the analysis of PETN, TATP, and
HMTD (Fig. 1b,d,e), the differences are substantial. For example,
in the analysis of PETN with IMS alone, the linear response ends
at c. 10–15 ng. In GC ⁄ IMS mode, the LDR is beyond the data set
even though the sensitivity is considerably lower. These data indi-
cate that the LDR can be substantially improved, at a sacrifice to
sensitivity, by employing a preconcentrator in GC ⁄ IMS mode. The
IMS, as the detector for the GC, will only receive less analyte mass
per unit time as the separation proceeds and thus will not reach the
upper curve (reactant ion depletion) until the preconcentrator trap-
ping efficiency is improved for a wider variety of explosive com-
pounds. These results are extremely important for future GC ⁄ IMS
designs that may balance sensitivity requirements with dynamic
range advantages. In other words, if the IMS signal nearly immedi-
ately saturates for a given analyte, it would be beneficial if the sys-
tem was not depleted of reactant ions so that other components
could still be measured and not missed. This is very important for
conditions when there is a complex sample matrix as in this experi-
mental design.

These observations clearly point to several design considerations
for future GC ⁄ IMS systems. The preconcentrator could be designed
to collect more analyte if the PDMS-coated sample loop was
replaced or modified by using: (i) a thicker phase, (ii) a longer
sample loop, (iii) an alternate coating, (iv) multiple stationary phase
coatings in series, or (v) use of a different sample collection med-
ium that will preferentially trap the explosive compounds and
thereby provide overall a more efficient transfer of sample vapors
into the column and subsequently into the IMS. A second approach
to improve preconcentrator efficiency could be to recirculate sam-
ple flow back through the preconcentrator to increase its trapping
efficiency. Another design to improve GC ⁄ IMS performance would
be to replace the air circulation heated column with a resistively
heated column or a short column with improved temperature
programming rates that allow for more rapid, improved chromato-
graphy. This modification would lower analysis times and if wide-
bore open tubular columns are used could provide a more efficient
transfer of sample vapors into the IMS (36,37). Improvements to
the trapping efficiency and separation technology at the front end
will reduce analyte losses and allow more analyte to be introduced
to the IMS detector which will increase the signal intensity and
thus improve sensitivity while simultaneously increasing the LDR
over that of IMS alone.

Interferent Analysis

The four commercial products selected to evaluate the effect of
chemical matrix interferents on IMS and GC ⁄ IMS detection of the
five explosive compounds consisted of multiple chemical mixtures
and represent items commonly found in field settings. Each of the
four interferents was individually applied to a swab, as previously
discussed, and analyzed with IMS and GC ⁄ IMS. Ten samples were
analyzed for each interferent. Table 3 summarizes the results of
‘‘interferent only’’ sample analysis. A false positive was defined as
an alarm for an explosive compound when there actually was no

TABLE 2—Mass load of explosive compound and interferent prepared on
sample swabs. The spiked concentration (mass loading level) of each
explosive compound was at least one order of magnitude higher than the
observed MDL under pure (exemplars) conditions.

Explosive

Mass of
Interferent
on Sample
Swab (lg)

Mass of Explosive
on Sample Swab for
IMS Analysis (ng)

Mass of Explosive
on Sample Swab

for GC ⁄ IMS
Analysis (ng)

HMTD #1 700 10 500
#2 420 10 500
#3 500 10 500
#4 450 10 500

PETN #1 700 10 100
#2 420 10 100
#3 500 10 100
#4 450 10 100

RDX #1 700 10 10
#2 420 10 10
#3 500 10 10
#4 450 10 10

TATP #1 700 10 500
#2 420 10 500
#3 500 10 500
#4 450 10 500

2,4,6-TNT #1 700 10 10
#2 420 10 10
#3 500 10 10
#4 450 10 10
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(a) (b)

(d)(c)

(e)

FIG. 1—Response curves for (a) RDX, (b) PETN, (c) TNT, (d) TATP, and (e) HMTD with IMS n and GC ⁄ IMS h. Data points represent the mean (n = 5).
Error bars represent one standard deviation. Note for PETN, TATP, and HMTD GC ⁄ IMS measurements below 50 ng were indistinguishable from noise.
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explosive compound in the sample. ‘‘Interferent only’’ samples ana-
lyzed by IMS resulted in seven false positives (two with Interferent
#2 and five with Interferent #3). The false positive responses
occurred because an interferent constituent had the same drift time
as an explosive compound in the instrument’s library. GC ⁄ IMS
analysis of ‘‘interferent only’’ samples resulted in zero false posi-
tives. The proportion of false positives was significantly higher for
IMS (7 ⁄ 40) than for GC ⁄ IMS (0 ⁄40) (p = 0.012, Fisher’s exact
test).

Plasmagrams of the ‘‘interferent only’’ samples collected by IMS
analysis were complex because of the multicomponent chemical
makeup of the interferents. Figure 2 shows an IMS plasmagram for
Interferent #3 analysis. Note that the ðH2OÞnO�2 and (H2O)3Cl)

reactant ions rapidly decreased in intensity as the product ions cre-
ated from Interferent #3 components increased in intensity.

(H2O)Cl) reactant ions were nearly depleted for a brief period dur-
ing the analysis. Depletion of reactant ions by an interferent, such
as this, can suppress or prevent detection of targeted analyte(s)
because no reactant ions would be available to transfer charge to
the analyte(s) (38).

Figure 3 shows GC ⁄ IMS analysis of Interferent #3 and illustrates
that the separation provided by GC prevented reaction ion satura-
tion within the IMS ionization region. The preseparation of Interfer-
ent #3 chemicals minimized the number of chemicals present at
any one time and prevented complete depletion of the number den-
sity of reactant ions. The GC separation of Interferent #3 chemicals
can be observed in Fig. 3 by the discrete analyte peaks in the indi-
vidual IMS scans, collected from front to back.

Figure 4 shows IMS analysis of Interferent #4. ðH2OÞnO�2 and
(H2O)nCl) reactant ions decreased in intensity as the product ions

TABLE 3—Summary of chemical matrix interferents analyzed by IMS and GC ⁄ IMS using the GC-IONSCAN�.

Interferent Only

Interferent #1 Interferent #2 Interferent #3 Interferent #4

IMS GC ⁄ IMS IMS GC ⁄ IMS IMS GC ⁄ IMS IMS GC ⁄ IMS

Number of samples 10 10 10 10 10 10 10 10
Number of false positives 0 0 2 0 5 0 0 0

FIG. 2—IMS analysis of Interferent #3.

FIG. 3—GC ⁄ IMS analysis of Interferent #3.
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created from Interferent #4 components increased in intensity. Inter-
ferent #4 components remained in the IMS for the duration of anal-
ysis. Frequently, the interferent components remained in the IMS
for most of the duration of analysis (see Figs. 2 and 4). This
resulted in carry-over of the interferents into instrument blanks
which were collected after each sample analysis. After intervals,
ranging from 30 sec to 5 min, the drift gas was able to purge the
interferent components from the instrument and the original number
of reactant ions was restored. Subsequent IMS analyses could then
be continued. The same phenomenon was observed for Interferents
#1 and #2.

Figure 5 shows GC ⁄ IMS analysis of Interferent #4. The separa-
tion of Interferent #4 components can be clearly observed by the
separated peaks in the individual IMS scans. Unlike IMS alone
(Fig. 4), nearly all Interferent #4 components have been purged
from the detector by the end of the GC ⁄ IMS analysis duration. The
reactant ion(s) have also re-intensified as Interferent #4 components
passed through the drift region and charge transfer reactions were
completed. A relatively quick recovery of GC ⁄ IMS was observed
for all four interferents tested.

GC ⁄ IMS analysis of ‘‘interferent only’’ samples (Figs. 3 and 5)
did not result in carry-over of the interferents into the instrument
blanks collected after GC ⁄ IMS analysis. Near complete restoration
of the baseline and original number of reactant ions occurred

toward the end of the analysis (c. 3 min) and delays in subsequent
GC ⁄ IMS analysis were not experienced. This is most likely attrib-
uted to the preferential sample loop collection properties and GC
separation of interferent components, which prevented saturation
and suppression of the IMS signals and enabled the drift gas to
purge the interferent more rapidly. Separately, the longer analysis
duration of GC ⁄ IMS enabled the drift gas to purge the interferent
during the entire analysis. Instrument blanks were collected before
and after each ‘‘interferent only’’ sample analysis to ensure restora-
tion of the baseline, restoration of the original reactant ion intensity,
and absence of carry-over.

Explosive Detection in the Presence of Interferents

After evaluating the detection capabilities of IMS and GC ⁄ IMS
with each of the five explosives and each of the four interferents
separately, the detection of explosives in the presence of interfer-
ents was tested. One interferent per swab was prepared and ana-
lyzed, as previously described (n = 10). A false positive (+) is
defined as an instrument alarm when no explosive compound is
present or identifying the incorrect explosive compound. A false
negative ()) is defined as an instrument response in which the
technology did not alarm for the explosive compound in the mix-
ture. For IMS and GC ⁄ IMS to identify a chemical, an analyte

FIG. 4—IMS analysis of Interferent #4.

FIG. 5—GC ⁄ IMS analysis of Interferent #4.
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peak(s) must conform to the detection algorithm parameters in the
instrument’s library. The concentration for each explosive com-
pound in the presence of interferents was set at least one serial
dilution concentration higher than the observed MDL. The results
are summarized in Table 4.

False Positives

IMS analysis yielded 21 false positive alarms in 100 interfer-
ent ⁄ explosive combination samples. Of the 21 false positives, 12
occurred when the instrument identified the correct explosive in the
sample, but also identified additional explosive compound(s) that
were not in the sample. For the remaining nine false positives, the
instrument incorrectly identified an explosive that was not in
the sample and did not identify the actual explosive compound in
the sample. Some false positives occurred because the interferent
ion peak(s) had the same drift time as an explosive compound in
the instrument’s library. The failure to identify the correct explosive
compound in four of the nine false positive responses occurred
because the detection algorithm was set to search for more than
one analyte peak, rather than a single analyte peak to confirm iden-
tification, and the criterion for detecting multiple analyte peaks was
not met. The use of multiple analyte peak detection is a widely
used IMS technique to improve selectivity and minimize false posi-
tives. Collectively, these results highlight the fact that IMS has lim-
ited capabilities when analyzing complex mixtures and tend toward
false positive responses.

Using GC ⁄ IMS, the number of false positive responses was sub-
stantially reduced to one false positive in 100 interferent ⁄explosive
combination samples. For this single false positive response,
GC ⁄ IMS did not alarm for RDX, but for an explosive com-
pound(s) that was not in the sample. The false positive occurred
because the RDX peak amplitude was below the minimum thresh-
old set in the detection algorithm. The mean GC ⁄ IMS signal
response to 10 ng pure RDX was 57% lower than the mean IMS
signal response that triggered an alarm. Loss of sample mostly
likely occurred via the GC ⁄ IMS sample preconcentrator. A more
efficient transfer of sample vapors into the column and the detector
with GC ⁄ IMS may improve or optimize signal response and fur-
ther reduce the occurrence of false positives because of lower
GC ⁄ IMS signal response.

False Negatives

Both IMS and GC ⁄ IMS resulted in 11 false negative responses
each in 100 interferent ⁄ explosive combination samples. The false
negative responses by IMS were triggered by one of three conditions:

• The instrument was programmed to alarm when the detection
algorithm criterion was met for all analyte peak(s); however,
one of the analyte peak(s) was below the minimum threshold
set in the detection algorithm criteria.

• The analyte peak was not resolved from an interferent compo-
nent. The analyte peak did not meet the detection algorithm

TABLE 4—Summary of GC-IONSCAN� IMS and GC ⁄ IMS analysis of explosive compounds in the presence of interferents. The dry weight of Interferents #1,
#2, #3, and #4 deposited on a sample swab was c. 700, 420, 500, and 450 lg, respectively.

Interferent

IMS GC ⁄ IMS IMS and GC ⁄ IMS Used in Sequence

Correct False (+) False ()) Correct False (+) False ()) Correct False (+) False ())

HMTD IMS (10 ng)
GC ⁄ IMS (500 ng)

#1 4 – 1 5 – – 5 – –
#2 5 1* – 5 – – 5 – –
#3 5 3* – 5 – – 5 – –
#4 0 3� 2 5 – – 5 – –

PETN IMS (10 ng)
GC ⁄ IMS (100 ng)

#1 5 – – 4 – 1 5 – –
#2 4 1� – 4 – 1 5 – –
#3 2 1� 2 5 – – 5 – –
#4 0 2� 3 5 – – 5 – –

RDX IMS (10 ng)
GC ⁄ IMS (10 ng)

#1 5 – – 5 – – 5 – –
#2 5 – – 4 1� – 5 – –
#3 5 – – 5 – – 5 – –
#4 5 5* – 5 – – 5 – –

TATP IMS (10 ng)
GC ⁄ IMS (500 ng)

#1 5 – – 5 – – 5 – –
#2 5 – – 5 – – 5 – –
#3 5 – – 5 – – 5 – –
#4 5 – – 1 – 4 5 – –

TNT IMS (10 ng)
GC ⁄ IMS (10 ng)

#1 5 – – 5 – – 5 – –
#2 5 – – 0 – 5 5 – –
#3 0 2� 3 5 – – 5 – –
#4 2 3* – 5 – – 5 – –

Total 77 of 100 21 11 88 of 100 1 11 100 of 100 0 0

*Instrument did alarm for the correct explosive in the sample; however, the instrument also alarmed for an additional explosive compound(s) that was not
in the sample.

�Instrument alarmed for an explosive compound(s) that was not in the sample.
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FIG. 6—(a) IMS analysis of 10 ng TNT. (b) IMS analysis of 10 ng TNT with 700 ug Interferent #1. (c) GC ⁄ IMS analysis of 10 ng TNT. (d) GC ⁄ IMS analy-
sis of 10 ng TNT with 700 ug Interferent #1.

COOK ET AL. • EXPLOSIVES DETECTION BY IMS AND GC ⁄ IMS 1589



criteria for the peak width at half the maximum amplitude
because the analyte peak was too broad.

• The analyte peak was present in only a single IMS scan, and
the instrument was programmed to identify an analyte only if
the analyte peak was present on two successive IMS scans.

The false negative responses by GC ⁄ IMS were triggered only by
conditions 1 and 2 above.

The effect of analyte peaks not meeting the minimum detection
threshold with GC ⁄ IMS, may be corrected by redesigning or
replacing the sample preconcentrator with a new sample collection
medium (trap) for a more efficient transfer of targeted analytes into
the column. The effect of peak broadening with GC ⁄ IMS can be
corrected by improving column temperature control to enhance the
chromatography.

Signal Response Suppression

The interferents used in this study also suppressed IMS signal
response for the explosive compounds. The suppression of the IMS
signal response for the explosive was because of the inability of
IMS to separate the complex multicomponent interferents in the
samples. IMS plasmagrams and GC ⁄ IMS chromatograms from
analysis of pure 10 ng TNT and 10 ng TNT with c. 700 lg Inter-
ferent #1 are shown in Fig. 6 to illustrate how GC separates com-
plex multicomponent interferents.

Figure 6a shows IMS analysis of 10 ng TNT ((TNT-H)) was
detected at 12.637 msec). The maximum peak amplitude recorded
for TNT in this sample was 878 counts. Note that when the sample
enters the IMS detector the reactant ion peaks decrease in intensity
as charge transfer reactions occur. The reactant ion peaks re-inten-
sify as sample molecules pass through the system and charge trans-
fer reactions complete. Some unknown contaminants are present in
the plasmagram, which is typical of field analysis.

In Fig. 6b, IMS analysis of 10 ng TNT sample with c. 700 lg
Interferent #1 shows that TNT was also detected at a similar drift
time (12.711 msec). The presence of Interferent #1 components
resulted in a suppression of signal response to TNT. The maximum
peak amplitude recorded for TNT in this sample was 606 counts
versus 878 counts with no interferent. This corresponds to a 31%
drop in signal intensity for the TNT in this sample. The mean drop
in signal intensity (n = 5) for TNT with Interferent #1 versus pure
TNT was 46%, which was more than one standard deviation of
signal response to pure TNT. Note that when the TNT sample with
Interferent #1 enters the IMS detector the reactant ion peak
decreases in intensity, but do not re-intensify, as interferent constit-
uent molecules pass through the system during the entire analysis.
This presence of interferent constituents resulted in carry-over and
delay in subsequent sample analysis until interferents were purged
from the instrument.

Figure 6c shows the addition of GC to IMS for analysis of
10 ng TNT. The chromatogram shows the three-dimensional analy-
sis of GC retention time and IMS drift time plotted against signal
intensity. The TNT peak is clearly observed at 104 sec GC reten-
tion time and 12.737 msec IMS drift time. The maximum peak
amplitude recorded for TNT in this sample was 765 counts.
GC ⁄ IMS signal response was consistently less than the IMS signal
response for all five explosives, which is likely due to loss of ana-
lyte. Additional peaks of unknown contaminants of little analytical
interest can also be observed in the GC ⁄ IMS chromatogram, which
is typical of field analysis.

GC ⁄ IMS analysis of 10 ng TNT with c. 700 lg Interferent #1
(Fig. 6d) shows that TNT was detected at a similar GC retention

time (105 sec) and IMS drift time (12.698 msec) as 10 ng TNT
without Interferent #1 (Fig. 6c). The introduction of column efflu-
ent into the IMS spread the competitive distribution of charge into
the individual IMS scans. Many separate analyte peaks, resulting
from Interferent #1 components, were measured between 7 and
15 msec during the first 110 sec of analysis. This is unlike IMS
analysis of TNT with Interferent #1 (Fig. 6b) in which three dis-
tinct analyte peaks were observed for the duration of analysis. The
maximum peak amplitude recorded for TNT in this GC ⁄ IMS sam-
ple analysis was 761 counts versus 765 counts with no interferent
(Fig. 6c). This corresponds to <1% drop in signal intensity by
GC ⁄ IMS for the TNT in the sample. The mean drop in signal
intensity (n = 5) with GC ⁄ IMS for TNT with Interferent #1 versus
pure TNT was 13%, which was within one standard deviation of
signal response to GC ⁄ IMS analysis of TNT with no interferent.
This was unlike IMS-only analysis which resulted in a 46% drop
in mean signal intensity. Further studies involving chemical matrix
interferents and the reactant ions they produce in IMS is warranted
based on these findings.

Conclusions

There was not an apparent advantage with GC ⁄ IMS with regard
to false negatives. Both IMS and GC ⁄ IMS resulted in 11 false
negative responses in 100 interferent ⁄ explosive combination sam-
ples. However, the low signal response is likely due to limitations
with the sample preconcentrator design. This suggests the perfor-
mance of GC ⁄ IMS can be improved with an enhanced sample pre-
concentrator design that has increased capacity and ⁄ or higher
affinity for chemicals of concern. This is a correctable situation that
could reduce the false negative responses for GC ⁄ IMS.

There was an observed advantage with GC ⁄ IMS in reducing the
number of false positives. There were seven false positive results in
40 ‘‘interferent only’’ samples with IMS compared to no false posi-
tives in 40 ‘‘interferent only’’ samples with GC ⁄ IMS. When explo-
sive compounds were tested in the presence of interferents, IMS
analysis had 21 false positive responses in 100 interferent ⁄ explosive
combination samples whereas GC ⁄ IMS had only one in 100 sam-
ples. The reduction in false positives demonstrates a significant
advantage of adding a chemical separation technology prior to IMS
analysis.

The combination of GC with IMS shows the potential to over-
come the difficulties in sampling mixtures with IMS. The potential
for extending the LDR through improved sample delivery and pre-
concentrator design may prove critical for enhancing the perfor-
mance of field IMS systems. The combined technologies of GC
and IMS should be seen as a step in improving the complex prob-
lem of reducing false positive and false negative responses where
many nontargeted substances create complex matrices and interfere
with IMS detection. GC ⁄ IMS could be used as a practical inter-
mediate screening tool for validating ‘‘IMS only’’ positive responses
in detecting explosive compounds among airport passengers and bag-
gage, cargo shipping containers, buildings, or improvised explosive
devices. GC ⁄ IMS could also increase Transportation Security
Administration, military, law enforcement, and other personnel’s con-
fidence with primary screening technology; reduce the effect of com-
placency when IMS false alarms persist; and provide additional
information, with better capability, in a questionable situation.
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TECHNICAL NOTE

GENERAL; PATHOLOGY ⁄BIOLOGY

Kiesha Warren-Gordon,1 Ph.D.; Bryan D. Byers,1 Ph.D.; Stephen J. Brodt,1 Ph.D.;
Melissa Wartak,1 B.S.; and Brian Biskupski,1 B.S.

Murder Followed by Suicide: A Newspaper
Surveillance Study Using the New York
Times Index

ABSTRACT: Murder–suicide is a relatively uncommon event but as reported by the New York Times, it has occurred and continues to occur
yearly. Previous research has indicated that those who commit murder–suicides tend to be men, are in or have been in an intimate relationship with
the victim, victims tend to be women, and a firearm is most likely to be used. This study uses a newspaper surveillance methodology to examine
such cases. Articles from the New York Times as found in the New York Times Index were coded, analyzed, and examined. The cases, 166 in total,
support the findings from prior research. The trend data was examined by cross tabulations and chi-square analysis. The findings suggest that mur-
der–suicides are rare events and when they occur they usually involve a male perpetrator and an intimate partner victim who is either a wife or girl-
friend with the event occurring in a private home. A firearm is the most commonly used method for both murders and suicides, particularly if there
was more than one murder victim. The authors conclude by suggesting that future research should focus on using the forthcoming data resource in
the CDC’s National Violent Death Reporting System (NVDRS) to examine the occurrence of murder–suicide.

KEYWORDS: forensic science, murder–suicide, New York Times Index, newspaper surveillance, filicide-suicides, newspaper accounts of
suicides

Murders followed by suicide, often referred to as ‘‘murder–sui-
cides,’’ are relatively rare events. The rarity of these events, how-
ever, does not diminish the devastation of these events on families
and the psychological trauma produced among societal members
when the news of a murder–suicide reaches them. Several research-
ers have examined this type of interpersonal violence using a vari-
ety of approaches. We examine murders followed by suicide using
a newspaper surveillance approach that has been used by others.
This study builds on previous research and also extends previous
research. It extends previous research given that no other research-
ers have attempted to conduct a large-scale study of murder–sui-
cide, which examines multiple decades and centuries. We review
relevant literature on murders followed by suicide, discuss our
newspaper surveillance methodology, present our findings, and
offer a discussion and conclusions.

Literature Review

A number of studies have addressed the issue of homicide fol-
lowed by suicide. Researchers have relied on two main sources
when studying murder–suicides. The two sources are (1) local
death records and (2) newspaper accounts for a specific geographic
area. National data on murder–suicide is not yet fully available for
the United States. The Centers for Disease Control (CDC), how-
ever, is piloting a project to create a national ‘‘violent death’’

dataset, which will show such connections statistically. At this writ-
ing, however, this dataset is not yet available for most geographic
areas. Data is available for select areas within the United States for
years 2003, 2004, 2005; however, the lack of available sources of
data has resulted in researchers relying upon newspaper and media
reports along with local records produced by coroners and medical
examiners to study murder–suicides.

Our examination of the literature, therefore, purposely focuses on
studies using newspaper surveillance given the scope of our study.
The use of newspapers reports to examine murder–suicides has
been an accepted technique because of the lack of statistical
datasets available. The use of newspaper reports has been utilized
to examine various aspects of murder–suicides (1–4). In a previous
study that examined the relationship between media reporting of
suicide and actual suicide in Australia, the authors found that there
was a significant relationship between the increase in suicides and
attempted suicides in the period following the media report (2).
Another study used a newspaper surveillance approach for their
data collection (5). They examined a 3-year period between 1997
and 1999 using 191 national newspapers. Classifications were made
using a modified Hanzlick-Koponen typology (6). Five relation-
ships between the perpetrator and victim were used along with 13
probable motivations. The majority of the murder–suicides involved
intimate partners and guns and were perpetrated by men. Research-
ers examined murder–suicides in Galveston County, Texas, for an
18-year period. All but one of the perpetrators within the data were
men, all but four of the victims were women, all victims and per-
petrators were from the same ethnic group, with about half being
Caucasian (7). The typical relationships between the victims and
the offenders could be considered ‘‘intimate,’’ given that the victims
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tended to be a current or ex-girlfriend or spouse. Most of the
offenders were very possessive in the relationship and alcohol use
was prevalent.

Two commissioned national studies also examined this topic.
The Violence Policy Center examined newspaper reports of mur-
der–suicide from January 1, 2001 to June 30, 2001 (8). Operation-
ally, they further stipulated that the suicide had to occur within
24 h of the murder. They point out, as we have, that there is no
national tracking system for murder–suicides as well as the fact that
murder–suicides might be underestimated. They delineated murder–
suicides by state and examined the murder or suicide method, gen-
der of the perpetrator, relationship of the perpetrator to the victim
or victims, age of the perpetrator, and the location of the event.
Florida had the most murder–suicides with 35 murder–suicides.
Ninety-four percent of the total incidents involved a firearm, most
offenders were men, most of the relationships were with inmate
partners, offenders were older than their victims, most incidents
occurred in homes, and the gender of the offender is a predictor of
who is murdered. Women tended to kill only the children and
themselves, while a man is more likely to murder the entire family.
This study also found a higher number of murder–suicide among
law enforcement officers.

The National Institute of Justice along with the National Institute
on Drug Abuse and the National Institute on Alcohol Abuse and
Alcoholism funded a study that also focused on domestic violence
as the cause of murder–suicides (9). Using a Danger Assessment
instrument, they found that they could reasonably predict those
more likely to be killed by their intimate partner. Over 80% of the
women killed had a high score, but of those not killed, 40% had a
high score. They did find a correlation between being threatened
with a gun and being killed. Therefore, some history of interper-
sonal conflict and domestic violence appeared to precede murder–
suicides.

On the other end of the age spectrum, authors looked at spousal
murder–suicides in the elderly (10). The factors that were examined
in this study were age, the relationship of the perpetrator to the vic-
tim or victims, as well as the supposed motivation of murder–sui-
cides. The idea of ‘‘suicide pacts’’ among older couples as being the
cause for murder–suicides is actually extremely rare according to
their findings. Depression was the most important factor in contribut-
ing to murder–suicides, with the healthy partner feeling overworked
with care-giving responsibilities on behalf of the ill partner. All the
men in the study used a firearm for both the murder and suicide, but
the affective disorder of depression was shown to be an important
contributing factor to the murder–suicide. Studies have also found
that close relationships, such as a wife or a girlfriend, are usually
found within the context of a murder–suicide. The relationships are
chaotic, being torn between love and hate (11). Morbid jealousy is
also present most times, with a proposed separation or actual separa-
tion setting off the event. This separation will usually send the offen-
der into a depression, making him feel helpless. After the murder,
the offender feels guilt, which is what can lead to the suicide. This
process also applies to parents who kill their children.

Previous studies have had several limitations. All of them cover
a very limited period of time. Most cover only a few years, with a
few covering up to 50 years. A few of these studies examined mur-
der–suicides by state, but none looked at any smaller unit of analy-
sis than a county. Several of the studies were completed overseas,
mostly in Australia. Most of the studies conducted in the United
States were on a very small analytical level such as a county. They
are recorded as two separate events—a murder and a suicide.
Because the two crimes are not linked in the records, it makes it
difficult to search for such cases as one event.

While previous research has shed light on the characteristics of
murder–suicide, these studies may underestimate the frequency and
incidence of such events. The current study adds to the social sci-
entific understanding of murder–suicide by examining the reporting
of murder–suicides in a national news outlet. This study also adds
to the literature that recognizes the value of media to examine
social phenomenon such as murder–suicide. In particular, the use
of The New York Times as the media source for analysis in this
study contributes to the body of literature that recognizes this news-
paper as a valuable source of data (1). Researchers contend that
The New York Times is the newspaper of the ‘‘national political
elite’’ (1). Researchers argue that the content of The New York
Times is rich with contemporary events that cannot be matched by
other national print media outlets (1).

Methodology

Newspaper Surveillance

Using an approach similar to previous research, a content analy-
sis was conducted of stories about murder–suicides from the New
York Times Index archives as far back as possible; the New York
Times Index includes newspaper articles beginning from 1850, the
first year examined within this study. The term ‘‘murder-suicide’’
was searched electronically under of a number of different combi-
nations (e.g., ‘‘murder-suicide,’’ ‘‘murder suicide,’’ ‘‘murder and sui-
cide,’’) to reveal usable cases for analysis. Both murder and suicide
articles were returned with nearly 600 total results or ‘‘hits’’ for the
inclusive years of 1850 and 2003 (the latest year available at the
time of the search). Cases were excluded if the murder–suicide was
not confirmed, if only a murder occurred, if only a suicide
occurred, or the story was not about an actual event of interest for
this study, such as an article about the topic for a book or some
fictionalized account. One hundred and sixty-six (n = 166) individ-
ual cases remained, and these were examined in detail. They ran-
ged in date from December of 1858 to September of 2003. Given
there were no murder–suicide statistics available for this time per-
iod, comparison could not be made to fully validate the frequency
of these cases as reported in the New York Times during this period
(please see discussion above regarding the CDC data effort).

Variables

From each article, which was treated as the unit of analysis, certain
variables were extracted and coded for analysis. The variables were
the month of the incident, the day of the incident, the year of the inci-
dent, the gender of the perpetrator, the gender of the first victim, the
gender of the second victim, the gender of the third victim, the gen-
der of the fourth victim, the location of the first murder, the location
of the suicide, the relationship of the first victim to the perpetrator,
the relationship of the second victim to the perpetrator, the relation-
ship of the third victim to the perpetrator, the relationship of the
fourth victim to the perpetrator, the location of the second murder,
the location of the third murder, the location of the fourth murder,
the murder method for the first victim, the suicide method for the
perpetrator, the state in which incident occurred, the city where
the incident occurred, the murder method for the second victim,
the murder method for the third victim, the murder method for the
fourth victim, the relationship of the fifth victim to the perpetrator,
the location of the fifth murder, the murder method for the fifth vic-
tim, the gender of the fifth victim, the gender of the sixth victim, the
relationship between the sixth victim and the perpetrator, the murder
method for the sixth victim, and the location of the sixth murder.
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Coding

Obviously, not all variable attributes were present in all cases,
but all information that was available was coded. Characteristics
from each of the case incidents, by variable, were first entered on
to a code sheet. All coded variables were then transferred from the
code sheets to SPSS (SPSS Inc., Chicago, IL) for purposes of sta-
tistical analysis. The coding method was based on the variables
present in the majority of the newspaper articles.

Analysis and Findings

Univariate Findings

Looking at each month, the most murder–suicides occurred dur-
ing the month of December with a frequency of 14.5% (n = 24),
August followed December with 12.0% (n = 20) of cases, and Sep-
tember with 10.8% (n = 18). The perpetrator’s gender in 86.1%
(n = 143) of the cases was male. Women represent a mere 13.3%
of murder–suicide perpetrators. Geographically, the cases repre-
sented in the New York Times for this analysis occurred all over
the nation. However, there was some loading of cases in certain
geographic areas. For example, as can be found in Table 1, over
60% of the articles appeared in the Middle Atlantic division.
Another 12% came from the New England division. Thus, nearly
63% of the cases reported in the Times occurred in the Northeast
region of the country. However, the Northeast was not the only
region represented with murder–suicide cases. Nearly 8% came
from the Midwest region, over 7% occurred in the South region,
and another 11.43% came from the West region.

We also examine victims of murder–suicides by gender as
shown in Table 2. Over 75% (n = 126) of the first victims were
women. For the second victim, it was just as likely to be a man as
a woman, being an even split with 22 cases with male second

victims and 22 cases with female second victims. Women were the
third victim 60% (n = 9) of the time.

Table 2 shows the locations of the first through third murders.
The location of both murders and suicides tended to be in private
homes or residences. The frequency of the first murder in a private
home was 78.5% (n = 124). The more victims there were, the
more likely the murder occurred in a private home. The location of
the second murder took place in a private home 88.6% (n = 39) of
the time, 95.8% (n = 23) of the time for the third murder, and
100% of the time with the fourth and fifth murders. The typical
location of the suicide, then, tended to be in the same private
home. The suicide frequency in a private home was 73.4%
(n = 113). It should be noted that the majority of murder–suicide
cases involve one murder and one suicide.

Table 3 presents the murder methods for the first, second, and
third victims as well as the perpetrator’s method of suicide. The
most used murder and suicide instrument was a gun or firearm.
The murder method for the first victim was a firearm in 77.6%
(n = 125) of the cases. It was the murder method used against the
second victim in 73.8% (n = 31) of the cases and 66.7% (n = 16)
for the third murder victim. A firearm was used in 77.1%
(n = 121) of suicides with other methods being less common.

Table 4 presents the relationship between the first and second
victims and the perpetrator. The relationship between the first

TABLE 1—Cases by national region and division.

Region Frequency n (%)

Northeast
Division
New England (Connecticut, Maine, Massachusetts,
New Hampshire, Rhode Island, Vermont)

20 (12.05)

Middle Atlantic (New Jersey, New York,
Pennsylvania)

101 (60.84)

Midwest
Division

East North Central (Illinois, Indiana, Michigan, Ohio,
Wisconsin)

11 (6.62)

West North Central (Iowa, Kansas, Minnesota,
Missouri, Nebraska, North Dakota, South Dakota)

2 (1.20)

South
Division

South Atlantic (Delaware, District of Columbia,
Florida, Georgia, Maryland, North Carolina, South
Carolina, Virginia, West Virginia)

6 (3.61)

East South Central (Alabama, Kentucky, Mississippi,
Tennessee)

3 (1.80)

West South Central (Arkansas, Louisiana, Oklahoma,
Texas)

4 (2.40)

West
Division

Mountain (Arizona, Colorado, Idaho, Montana,
Nevada, New Mexico, Utah, Wyoming)

4 (2.40)

Pacific (Alaska, California, Hawaii, Oregon,
Washington)

15 (9.03)

Total 166 (99.95)*

*Percentages do not sum to 100% because of rounding.

TABLE 2—Gender and location of murder victim, by victim number.

Victims

Victim 1 Victim 2 Victim 3

Gender
Male 23.2% (38) 50.0% (22) 40.0% (6)
Female 76.8 (126) 50.0 (22) 60.0 (9)

Total (n) 100.00% (164) 100.00% (44) 100.00% (15)
Location

Private home 78.5% (124) 88.6% (39) 95.8% (23)
Public place 7.0 (11) 4.5 (2) 4.2 (1)
Business 8.9 (14) 0.0 (0) 0.0 (0)
Woods 2.5 (4) 0.0 (0) 0.0 (0)
Church 0.6 (1) 0.0 (0) 0.0 (0)
Aircraft 1.3 (2) 0.0 (0) 0.0 (0)
Hotel room 1.3 (2) 0.0 (0) 0.0 (0)
Other 0.0 (0) 6.8 (3) 0.0 (0)

Total (n) 100.0% (158) 100.00% (44) 100.00% (24)

TABLE 3—Murder methods by victim number and perpetrator suicide
method.

Method of
Murder

Victims Suicide Method

Victim 1 Victim 2 Victim 3 Perpetrator

Firearm 77.6% (125) 73.8% (31) 66.7% (16) 77.1% (121)
Knife 8.7 (14) 4.8 (2) 4.2 (1) 5.7 (9)
Asphyxiation 1.9 (3) 0.0 (0) 0.0 (0) 6.4 (10)*
Drowning 1.2 (2) 0.0 (0) 0.0 (0) 1.3 (2)
Poisoning 2.5 (4) 9.5 (4) 8.3 (2) 3.2 (5)
Blunt object 1.9 (3) 0.0 (0) 0.0 (0) 0.0 (0)
Carbon monoxide
poisoning

1.9 (3) 2.4 (1) 8.3 (2) 2.5 (4)

Arson 1.2 (2) 2.4 (1) 4.2 (1) 1.9 (3)
Purposely
crashing auto

0.6 (1) 2.4 (1) 4.2 (1) 1.9 (3)

Unknown 2.5 (4) 4.8 (2) 4.2 (1) 0.0 (0)
Total (n) 100.00%

(161)
100.00%

(42)
100.00%

(24)
100.00%

(157)

*While victims died of asphyxiation because of strangulation, perpetra-
tors died of asphyxiation because of hanging.
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victim and the perpetrator was an ‘‘intimate’’ one in most of the
cases, with wife and girlfriend being the most prominent. Wives
accounted for 38% (n = 63) of the first victim cases and girlfriends
comprising 12% (n = 20) of first victim cases. Sons were found to
be the most common second victim at 43.8% (n = 14) with daugh-
ters being the second most common at 28.1% (n = 9).

Bivariate Findings

In examining the bivariate findings, the relationship between the
perpetrator’s gender and the first victim’s gender was found to be
statistically significant. In 81% (n = 115) of cases, the perpetrator
was a man and the first victim was a woman. Female perpetrators
were shown to have murdered men and women equally. Table 5
shows this relationship.

The Pearson chi-square test was significant for this relationship
(p < 0.001). Analyses were conducted on the relationship between
the perpetrator’s gender and the gender of all other victim types
(second through sixth), and no significant relationship was found
among these other combinations.

Another factor that was examined was the method of murder
and the method of suicide. In this case, murder method was treated
as an independent variable and suicide method was treated as a
dependent variable because of the temporal order of these events
within each case. The percentage of murder–suicide cases where a
firearm was used for both the murder and the suicide was 95.2%
or the vast majority (chi-square p < 0.001). No table is presented
for these data given the large number of cells and the heavy load-
ing of cases for two attributes.

The next relationship examined is that of the perpetrator’s gen-
der and the relationship the perpetrator had with the first victim.
Table 5 shows these findings. As before, we know from our anal-
yses that the most frequent perpetrator is a man. When examining
this relationship, it is shown that the most common perpetrator is
not only a man but most often kills either a wife or a girlfriend
(chi-square p < 0.001). Female perpetrators, likewise, most often
kill husbands. While the cell sizes are small, it is noteworthy that
female perpetrators kill daughters and friends more often than they
kill men.

Another relationship examined is the location of the first murder
and the location of the suicide. The location of the first murder was
treated as an independent variable and the location of the suicide was
treated as a dependent variable due, again, to the temporal order of

these events. The private home was the most frequent location for
both the location of the first murder and the location of the suicide,
occurring 93.4% of the time (chi-square p < 0.001). No table is
provided for this relationship given the large number of cells and the
heavy case loading on two attributes.

Trend Data

Given the New York Times Index extends to 1850, we also
examine trends in the characteristics of murders followed by sui-
cide. Between 1850 and 1900, there were only seven cases of mur-
der followed by suicide reported in the Times with the first case
being reported in 1858. From 1901 through 1950, there were a total
of 17 cases reported. The largest number of cases appeared in the
Times from 1951 through 2003. During this period, 142 cases of
murder followed by suicide were reported. To create three equal
20-year intervals, we examined 1944–1963, 1964–1983, and 1984–
2003. We did this for two reasons. First, the majority of murders
followed by suicide occurred in the latter half of the 20th century
(along with the first few years of the 21st century). Second, we
wished to condense the data in such a way that would enable us to
present meaningful trend-based discussion regarding a number of
murder–suicide case characteristics.

Trend data is presented in Table 6, which includes five separate
cross tabulations. There is very little difference concerning perpetra-
tors among the intervals. The vast majority of perpetrators were
men in all three intervals. We also found no difference between the
intervals regarding the gender of the first victim. The majority were
women. The next three relationships do provide some interesting
differences. In the first, location of the first murder and private resi-
dences (including hotel rooms) remain the most common. How-
ever, murders, accompanied later by a suicide, have occurred more
often in public places and in business environments and less fre-
quently in rural locations such as a woods (v2 = 0.042). Concerning
the murder method, firearms remained popular during each of the
intervals; however, firearms became more popular in the last inter-
val from 1984 to 2003. Poisoning has become less common over
time, and the use of a knife peaked from 1964 to 1983
(v2 = 0.014). Finally, the location of the suicide followed a similar
pattern to the location of the first murder (v2 = 0.034).

TABLE 4—Relationship of first and second victims to the perpetrator.

Victim Relationship to
Perpetrator

Victims

Victim 1 Victim 2

Wife 38.0% (63) 0.0 (0)
Girlfriend 12.0 (20) 0.0 (0)
Husband 3.0 (5) 0.0 (0)
Boyfriend 1.2 (2) 0.0 (0)
Acquaintance 3.0 (5) 0.0 (0)
Employer 1.2 (2) 9.4 (3)
Daughter 7.2 (12) 28.1 (9)
Son 4.2 (7) 43.8 (14)
Friend 3.6 (6) 6.3 (2)
Fianc� 0.6 (1) 0.0 (0)
Neighbor 1.8 (3) 0.0 (0)
Other relative 4.8 (8) 12.5 (4)
Business associate 0.6 (1) 0.0 (0)
Co-worker 2.4 (4) 0.0 (0)
Unknown ⁄ not reported 16.3 (27) 0.0 (0)
Total (n) 100.00% (166) 100.00% (32)

TABLE 5—Gender of the first victim, by gender of the perpetrator.

Perpetrator Gender

Male Female

Victim gender
Male 19.0% (27) 50.0% (11)
Female 81.0 (115) 50.0 (11)

Total (n) 100.0% (142) 100.0% (22)
Relationship of first victim to the perpetrator

Wife 52.5% (63) 0.0% (0)
Girlfriend 16.7 (20) 0.0 (0)
Husband 0.0 (0) 26.3 (5)
Boyfriend 0.0 (0) 10.5 (2)
Acquaintance 4.2 (5) 0.0 (0)
Employer ⁄ co-worker ⁄ business
associate

5.8 (7) 0.0 (0)

Daughter 3.3 (4) 42.1 (8)
Son 5.0 (6) 5.3 (1)
Friend 3.3 (4) 10.5 (2)
Fianc� 0.0 (0) 5.3 (1)
Neighbor 2.5 (3) 0.0 (0)
Other relative 6.7 (8) 0.0 (0)

Total (n) 100.00% (120) 100.00% (19)
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Discussion

Most murder–suicides occur during the month of December
and also within August and September. The perpetrator’s gender
was male in most cases. This is not surprising as men are usually
the perpetrators of violent crime. The following results are sup-
ported by research that has been compiled on the topic of murder
followed by suicide (12). The victims, in most cases, were the
wives and girlfriends of the perpetrator. In very few cases were
the perpetrator and victim or victims strangers. In the cases with
more than one victim, the gender and relationship between the
perpetrator and victims varied, but usually the relationship was
familial. It can be concluded here, as has been demonstrated in
previous research, that the majority of murder–suicides occurred
within intimate relationships. The location of both murders and
suicides tended to be in private homes or residences. The more
victims there were, the more likely the murder occurred in a pri-
vate home. The private home was the most common location not
only for first victim but it was also most common for most other
victims. This is consistent with prior research given that most par-
ticipants are family members or are well known to each other.
Also when murdering one or more family members, a private
home allows the perpetrator to complete the homicide and suicide
in relative privacy. A gun or firearm was the most common
method for both murder and suicide. In the cases with more than
one victim, multiple murder methods were used in some of the
cases, but this was rare. Firearms are readily available, relatively

quick, and efficient. Moreover, men are more likely to use fire-
arms to commit suicide, so it should not be surprising that such a
means is used. Further, firearms tend to be a very ‘‘lethal’’ vehi-
cle for interpersonal aggression. For these reasons and if a firearm
is used, the outcome is more likely to be final. As has been
found in previous studies, a gun or firearm was the most com-
mon murder and subsequent suicide method. Men comprised most
of the perpetrators, women made up most of the victims. In the
bivariate relationships, gender played a key role in who was
killed by male perpetrators, but not for female perpetrators. Male
perpetrators were more likely to kill intimate partners such as a
wife or girlfriend, while women were more likely than men to
kill their children. This finding is consistent with previous
research as well.

Finally, we present some trend data. When examining 20-year
intervals beginning in 1944 and ending in 2003, we found that the
gender of the perpetrator and the gender of the first victim did not
change over time. However, we did find significant relationships
for the location of the first murder, the murder method, and the sui-
cide location by time interval. While the private residence for the
first murder (again most murder–suicides involve one victim) was
most common over time, there was an increasing prevalence of
murders (followed by suicide) occurring in public places and busi-
nesses. While the firearm remained the most common murder
instrument over time, it did increase in popularity over the inter-
vals. Also poisoning decreased in popularity as a murder method
and the use of knives peaked from 1964 to 1983. Finally, the loca-
tion of the suicide normally was a private home or hotel room, and
we saw similar trends with the location of the suicide as we did
with the location of the first murder.

Conclusion

Murder–suicides are rare events. When they do occur, they usu-
ally involve a male perpetrator and an intimate partner victim who
is either a wife or girlfriend. If there are multiple victims involved
beyond an ‘‘intimate’’ other, it is usually children. A firearm is the
most commonly used method for both murders and suicides, partic-
ularly if there was more than one murder victim. Most murder–sui-
cides occur in a private home or residence. While the plurality of
murder–suicides took place in the month of December in this
study, this is not believed to be a central factor in murder–suicide
incidents. The main characteristic typifying the murder–suicide inci-
dent is that these events tend to involve a male perpetrator who
kills his ‘‘intimate’’ (or ex-) companion and then turns the gun on
himself.

Future researchers should examine the intimate relationships
between murder–suicide perpetrators and victims to learn more
about events that might lead up to these most devastating incidents.
In particular, it would be useful for future researchers to examine
murder–suicide cases, retrospectively, to examine the characteristics
of such incidents vis-�-vis long-standing domestic violence patterns
within tumultuous relationships. Researchers might also examine
potential warning signs in interpersonal relationships that could lead
to murder–suicide. While it is impossible to predict many forms of
violent behavior, there could be a fruitful research agenda in exam-
ining potential markers in murder–suicide cases as possible predic-
tors of this lethal interpersonal dynamic. Future researchers also
have a potentially valuable and forthcoming data resource in the
CDC’s National Violent Death Reporting System (NVDRS). This
will allow researchers to link homicides and suicides within the
same case and permit more detailed, reliable, and useful analyses
of murder–suicides.

TABLE 6—Chi-square analyses for gender of perpetrator, gender of first
victim, location of first murder, murder method, and location of suicide, by

three two-decade intervals.

Interval

1944–1963 1964–1983 1984–2003

Perpetrator
Male 88.9% (16) 81.4% (35) 90.4% (75)
Female 11.1 (2) 18.6 (8) 9.6 (8)

Total (n) 100.00% (18) 100.00% (43) 100.00% (83)
p = 0.347, n.s.

First victim
Male 11.1% (2) 31.0% (13) 20.5% (17)
Female 88.9 (16) 69.0 (29) 79.5 (66)

Total (n) 100.00% (18) 100.00% (42) 100.00% (83)
p = 0.195, n.s.

Location of first murder
Private home ⁄ hotel
room

77.8% (14) 85.4% (35) 79.5% (62)

Public place ⁄ business 11.1 (2) 12.2 (5) 20.5 (16)
Woods 11.1 (2) 2.4 (1) 0.0 (0)

Total (n) 100.00% (18) 100.00% (41) 100.00% (78)
p = 0.042*

Murder method
Firearm 70.6% (12) 70.7% (29) 87.2% (68)
Knife 5.9 (1) 14.6 (6) 6.4 (5)
Poison 17.6 (3) 4.9 (2) 0.0 (0)
Other 5.9 (1) 9.8 (4) 6.4 (5)

Total (n) 100.00% (1817) 100.00% (41) 100.00% (78)
p = 0.014*

Suicide location
Private home ⁄ hotel
room

72.2% (13) 90.2% (37) 82.2% (60)

Public place ⁄ business 16.7 (3) 7.3 (3) 17.8 (13)
Woods 11.1 (2) 2.4 (1) 0.0 (0)

Total (n) 100.00% (18) 100.00% (41) 100.00% (73)
p = 0.034*

*Statistically significant chi-square relationship in the bivariate
crosstabulation.
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TECHNICAL NOTE

PATHOLOGY ⁄BIOLOGY; GENERAL

Lars Uhrenholt,1 Ph.D., D.C. and Lene W. T. Boel,1 Ph.D., M.D.

Contributions from Forensic Imaging to the
Investigation of Upper Cervical Fractures

ABSTRACT: Injuries to the upper cervical spine (UCS) are common in traumatic deaths and postmortem computed tomography (PMCT) may
contribute to the forensic investigation. This study presents PMCT in comparison with autopsy in the examination of UCS injury. Thirteen consecu-
tive cases with UCS fracture and ⁄ or cranio-cervical dislocation were examined with PMCT and autopsy, and the findings were correlated. Neither of
the techniques identified all UCS injuries. Fractures of atlas and axis were best visualized with PMCT whereas cranio-cervical dislocation was better
identified during autopsy. Serious injuries were present after both high- and low-energy trauma. Medico-legal autopsy in combination with PMCT
produced a thorough evaluation of UCS injuries. By combining these procedures detailed investigations, including accident reconstruction and injury
pattern analysis, can be performed. This study supports the routine application of PMCT, as a supplement to the medico-legal autopsy of deaths with
UCS injuries.

KEYWORDS: forensic science, forensic radiology, computed tomography, forensic pathology, upper cervical spine, injury, virtopsy

Injuries to the upper cervical spine (UCS) are a common conse-
quence of serious traumatic loading of the UCS complex because of
traffic crashes, falls from heights, and assaults. In traumatic deaths,
UCS injuries are common and therefore often identified during
autopsy. Although not always fatal, these types of injuries are seri-
ous and carry a high risk of spinal cord injury and death. In the
acute stage of UCS injury, death may be instantaneous because of
respiratory arrest or spinal chock. Survivors from such injuries are
likely to suffer from sequelae, particularly because of spinal cord
injury, despite efficient surgical stabilizing intervention, and second-
ary complications may arise thereby increasing the risk of delayed
death (1,2). The UCS includes atlas C1 and axis C2, and UCS
injuries include primarily fractures of the osseous structures (3,4),
cranio-cervical dislocation (4), articular cartilage injury (4,5), liga-
mentous injury with or without subsequent instability (6), vascular
injury (7,8), and neurological injury (9,10). These injuries may be
present as solitary lesions or in combination. For obvious reasons,
identification of UCS injury is of high concern in clinical settings.
The therapeutic approach of clinicians and surgeons is based upon
knowledge of pathoanatomical conditions, types of injury, pre-
valence, and methods of identification. Similar to clinicians and
surgeons, forensic pathologists need to be able to identify UCS inju-
ries as they most often contribute significantly to the cause of death.
During medico-legal autopsy, identification of UCS injuries may be
difficult, especially if procedures displaying the cranial vault and the
UCS from the anterior and posterior aspects cannot be utilized. UCS
injuries may be subtle and are sometimes disguised by absent bleed-
ing and undisplaced fractures. Hence, supplemental autopsy proce-
dures are necessary to improve the sensitivity of the investigation.
Advanced postmortem diagnostic imaging procedures, including
postmortem computed tomography (PMCT) and magnetic resonance

imaging (MRI), have the unique potential of displaying the UCS in
great detail. Numerous studies have described the general advanta-
ges of postmortem diagnostic imaging, including also conventional
X-ray techniques. However, only limited data are available concern-
ing the contributions from advanced postmortem diagnostic imaging
procedures in the investigation of upper cervical fractures (11).

In this study, findings from PMCT were correlated with autopsy
findings in 13 consecutive cases who had suffered UCS fracture
and ⁄ or cranio-cervical dislocation. The aim of this study was to
identify and discuss advantages and limitations of these adjunct
procedures.

Methods

We conducted a review of a database at the Department of
Forensic Medicine, University of Aarhus, for UCS fractures over a
period of 12 months. Included were cases where subjects’ had been
exposed to a broad range of traumatic events (road traffic crashes,
falls, and assaults) leading to death. The manner of death was
suicide, homicide, or accidental, and all natural deaths were
excluded. Only cases with an UCS fracture (atlas C1 and ⁄ or axis
C2), identified during the medico-legal investigation either by
autopsy and ⁄or PMCT, had to be present. Only cases where PMCT
examination had been performed after the death were included,
thereby excluding cases with antemortem CT scanning or lack of
CT scanning. Each case was reviewed with regard to mechanism
of trauma, time of death after the traumatic event, findings during
autopsy, and CT findings.

Postmortem Computed Tomography

PMCT was performed at the Department of Forensic Medicine,
University of Aarhus. For the PMCT examination, the bodies were
scanned as they arrived at the department, i.e., wearing their
clothes, jewelry, and in some cases antemortem hospital treatment
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devices (intubation tubes, catheters, etc.). An in-house Siemens
Definition 64 slice scanner (Siemens Healthcare, Ballerup, Den-
mark) was used performing whole-body scanning. The examination
was divided topographically into three body parts (head and neck,
torso and abdomen, and lower extremity), each with specific con-
sole settings, which could then be performed in one undisturbed
sequence. The head and neck sequences used a slice thickness of
1 mm, and in some cases, additional reconstructions with a slice
thickness of 0.64 mm were produced. Console standard settings
were 140 kV, 500 mAs, and 0.75 pitch. From the PMCT data
reconstructions were made using different algorithms (H20S smooth
and H60S sharp), available in the workstation software provided by
the manufacturer. Each PMCT examination took approximately
20 min, including transportation of the deceased, scout view of the
body, whole-body CT, and completion of the predetermined recon-
struction sequences. The PMCT images were initially evaluated by
an experienced forensic pathologist in all cases, and in four selected
cases, a senior radiologist with postmortem radiology experience
also evaluated the images. Following the initial evaluation, each of
the cases was reviewed by the authors to complete a detailed
description and classification of the injuries identified according to
previously published classification systems (4,12–14).

Medico-legal Autopsy

The deceased were examined at autopsy, within 1–2 h after the
PMCT examination, using routine procedures. In all cases, an ante-
rior Y-incision approach was utilized, according to previously
described procedures, allowing visualization of the anterior part of
the UCS (15).

Evaluation of the Postmortem Computed Tomography
and Medico-legal Autopsy Findings

The data obtained from the PMCT examination and the findings
from the autopsy were compared.

Results

The retrospective study of deceased with UCS fractures follow-
ing trauma resulted in inclusion of 13 cases (five women and eight
men, mean age 44 years, range 15–64 years), who had all been
examined after death with CT scanning and medico-legal autopsy.
The manner of death was homicide in two cases, accidental in 11
cases (seven traffic related, three falls, and one blow to the head
from aeroplane wing). The time from trauma to death ranged
between 0 and 20 days (mean 2.3 days, median 0 days). In three
cases, an antemortem CT scanning had been performed prior to the
death. There were consistent CT findings in the three cases where
antemortem and PMCT scanning had been performed.

There were three cases with cranio-cervical fracture ⁄ dislocation,
three cases with atlas fractures, and nine cases with axis fractures
(four odontoid process fractures). There was agreement between
the autopsy findings and the PMCT findings in 10 cases; in one
case, autopsy was more sensitive and in two cases, PMCT revealed
more findings (Table 1). Autopsy revealed a cranio-cervical dislo-
cation with a fracture of C1 in a case of a 45-year-old male motor-
cycle driver who crashed into a motor vehicle. Although there was
bleeding and fragmentation from a fracture of the clivus ⁄occipital
condyle, no displacement was observed of the cranium over the
atlas on the PMCT images and cranio-cervical dislocation could

TABLE 1—Case-specific demographics regarding autopsy and PMCT findings of the UCS.

Case # Gender Age Mechanism of Trauma
Autopsy Findings (UCS

Only) PMCT Findings (UCS Only)

1 Female 22 Ejectee from motor vehicle Fracture of the odontoid
process of C2

Fracture of the odontoid process of C2 (type II) with anterior
displacement of the fragment

2 Male 55 Hit from behind by an
aeroplane wing during taxi

Sequelae following
spondylodesis of C0–C3
secondary to fracture of
C1 and C2

Sequelae to spondylodesis of C0-C3. Fracture of C1
anteriorly and posteriorly, and fracture of the odontoid
process of C2 (type III)

3 Female 64 Fall from wheelchair Fracture of the odontoid
process of C2

Undisplaced fracture of the odontoid process of C2 (type III)

4 Male 45 Crash on bicycle Oblique fracture of the
odontoid process of C2

Fracture of the odontoid process of C2 (type II)

5 Male 45 Motorbike collision into
motor vehicle

Cranio-cervical dislocation
and fracture of C1

No injury detected

6 Male 43 Motor vehicle collision
(driver of van)

Fracture of C1 Fracture of the left lateral mass of C1

7 Male 18 Motor vehicle collision into
a truck followed by fire
(deceased was driver of
vehicle)

Fracture of body of C2 Fracture of the body of C2 posteriorly extending into the
pedicles bilaterally and left posterior arch of C1

8 Male 41 Homicide by shooting with
shotgun using a
Brennecke-bullet

Fracture of C2 Fracture of the right laminae of C2

9 Female 15 Pedestrian hit by a
motor vehicle

Cranio-cervical dislocation
with localized bleeding

Cranio-cervical dislocation and fracture of the right anterior
arch of C1

10 Female 55 Motor vehicle collision (hit
from the front right during
a left turn)

Cranio-cervical dislocation Cranio-cervical dislocation

11 Female 45 Homicide (killed by
knifestabbing)

Fracture of the laminae
(posterior arch) of C2
(posterior arch)

Fracture of the laminae of C2

12 Male 63 Fall from stairways Fracture of C2 Fracture of the body of C2
13 Male 60 Fall from tree Fracture of the odontoid

process of C2
Multifragmentary fracture (comminuted) of the body and
posterior aspects of C2
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not be identified (Fig. 1). Neither was a discrete fracture of C1
identified on PMCT imaging. PMCT revealed two cases with C1
fractures that were not identified during autopsy. In one case, a
15-year-old female pedestrian was hit by a motor vehicle, from
which she suffered a cranio-cervical dislocation, which was identi-
fied during autopsy, as well as a fracture of the right anterior arch
of C1 with insignificant bleeding which could only be seen on the
PMCT images. In the other case, an 18-year-old male driver of a
motor vehicle collided with a truck after which his vehicle com-
pletely burned out. He suffered a fracture of the body of C2, but
also a fracture of the posterior arch of C1. The C1 fracture was not
identified during the autopsy.

PMCT allowed detailed description of the different types of frac-
tures, i.e., C2 fractures: two type II and two type III odontoid, two
body, two posterior arch, and one multifragmentary fracture of the
body and posterior aspects (Fig. 2), and C1 fractures: one Jefferson,
one anterior arch, one posterior arch, and one lateral mass fracture.
Furthermore, visualization of postsurgical intervention was clearly
visible using the PMCT images (Figs 3 and 4).

Discussion

This review of 13 consecutive unique cases with UCS fractures
revealed that postmortem forensic imaging procedures in combina-
tion with medico-legal autopsy produced a thorough evaluation and
precise classification of fractures. Fractures of atlas and axis were
best visualized with imaging procedures, and in some cases only

identified with such. However, cranio-cervical fracture ⁄ dislocation
was better identified with autopsy. Fractures of the UCS complex
were present after both high- and low-energy trauma and contribute
significantly to the cause of death.

Cranio-cervical Dislocation

Fracture ⁄ dislocation of the cranio-cervical region was reported in
three cases based on the autopsy and one of these could not be
identified with PMCT. The discrepancy is likely because of the fact
that autopsy also allows manual testing of stability which is not
possible during PMCT. In the case with the missed cranio-cervical
dislocation, there was no distortion of the cranio-cervical structures.
In contrary, a fragment from the clivus ⁄ occipital condyle fracture
may have disturbed the interpretation as the localized bleeding was
thought to arise from this fracture, hindering identification of the
dislocation on PMCT scanning (Fig. 1; [4]). Hence, it is very un-
likely that a cranio-cervical dislocation remains undiagnosed during
medico-legal autopsy; however, these findings suggest that relying
solely on postmortem diagnostic imaging findings in a medico-legal
investigation carry the risk of missing this significant injury.

Atlas C1 Fractures

Fractures of the atlas C1 were difficult to visualize during the
medico-legal autopsy, particularly at the posterior arch, which is
not displayed during routine autopsy procedures. Although the pos-
terior aspect may be displayed during autopsy, this requires more
invasive procedures which are not routinely performed (11).

FIG. 1—Sagittal and three-dimensional reconstructed PMCT images (left and center) of an undisplaced cranio-cervical dislocation that was undiagnosed
on PMCT. Fragmentation of a clivus ⁄ condylar fracture is evident in the foramen magnum on the macroscopic photograph (right) through the foramen
magnum viewed from above, as well as on the sagittal images.

FIG. 2—Carefully enhanced three-dimensional reconstructions of PMCT
images showing the second cervical spine vertebrae (axis C2) from above
(left) and from the right side slightly angled (right). A multi-fragmentary
fracture (comminuted) is present, involving the body, the transition
between the body and the pedicles, the transverse processes and the spinous
process.

FIG. 3—Three-dimensional formatted images of PMCT showing correctly
placed surgical stabilization of atlas and axis fractures by spondylodesis
of the cranio-cervical region (metal brackets). Furthermore, an odontoid
process fracture (type II) and atlas fractures are visualized. Viewed from
the back (left) and the front (right).
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Although discrete in nature, atlas fractures should be identifiable on
both routine autopsy and PMCT. Nonetheless, there was disagree-
ment between autopsy and PMCT with regard to the presence of
three atlas fractures, which is somewhat anticipatable with regard
to the aforementioned posterior undisclosed anatomical region.
Precise description and classification of the fractures, according to
the most commonly used classification systems (4,12,14), was
possible using the PMCT images.

The importance of a distinct classification of an atlas fracture in
a forensic context may seem trivial at first hand. However, beyond
the necessary accuracy of the forensic report, this has importance
for the purpose of epidemiological documentation. In selected
cases, identification of unique fractures improves the likelihood of
accurate reconstruction of loading characteristics and description of
circumstances of any particular event (11,12). As with other types
of objective evidence of injury this may have judicial relevance in
cases with conflicting evidence (16–18).

Axis C2 Fractures

The most common type of fracture in this study was axis C2
fractures, and all nine cases with axis fractures were identified with
both autopsy and PMCT. The odontoid process, which was frac-
tured in four cases, is often exposed during high-energy hyper-
extension loading of the cervical spine, but also minor trauma, such
as a fall from a wheelchair, may also produce this type of injury
(Table 1). Most often, significant fractures through the basis of the
odontoid process, or through the corpus of C2, are associated with
localized bleeding leading the pathologist to the diagnosis. All
cases in this study used an anterior dissection approach only, and it
is possibly that using a posterior dissection approach would supply
additional information to the forensic pathologist. However, in each
case, the pathologist found that sufficient information had been
retrieved based on PMCT data and the autopsy findings. In this
study, the exact classification of odontoid process fractures, accord-
ing to the system proposed by Anderson and D’Alonzo (3,4,13),
was only possible by examination of the CT images in comparison
with routine autopsy procedures. Removal of tissue samples for
more detailed macroscopic and microscopic examination does how-
ever allow this identification and classification, although this
involves a more invasive approach (11). Interestingly, one case
with bilateral fractures of the transverse processes of C2 was

reported as a part of a multifragmentary fracture (Fig. 2). Such
injuries are associated with injury to the vertebral arteries, being an
important part of the cranio-cervical blood supply, and this may
have contributed to the cause of death (7).

Postmortem Computed Tomography

By focusing solely on the UCS in this study, it was possible to
confirm some of the advantages of PMCT primarily that it allows
a very detailed visualization of UCS fractures, thereby improving
the precision and quality of the medico-legal investigation. Further-
more, by reducing the slice thickness to 0.64 mm, highly detailed
images may be produced, further improving the quality of the vol-
ume rendered images through the three-dimensional reformatting
processes. Such images are extremely illustrative, and for the pur-
pose of medico-legal judicial presentation of findings, this offers a
unique opportunity to present detailed data for the court. Albeit
expensive, PMCT is a practicable tool requesting limited time-
resources for the individual investigation, and implementation in
the forensic community is recommended (19,20).

Despite the favorable outcome of the CT procedures in this
study, other studies have identified a number of limitations with
regard to resolution, sensitivity, and specificity (11,21,22), and we
also identified injuries during autopsy that could not be visualized
using PMCT. Although this study did not utilize conventional radi-
ography, the literature shows that this procedure is associated with
an even higher degree of limitations than PMCT. Hence, it is possi-
ble that some of the injuries detected in this study, for example the
cases with laminar fractures and cranio-cervical dislocation, would
have been missed using conventional radiological examination of
the cervical spine (19,21–24).

PMCT is regarded as an adjunct procedure to the forensic
autopsy whereby the highest level of precision of the medico-legal
investigation can be maintained. PMCT does not visualize articular
cartilage or the ligamentous complex in any great detail, and dis-
crete osseous injuries may remain undiagnosed (21). With recent
advances in CT (dual source CT scanners), simultaneous scanning
in two energy levels may improve visualization of structures with
different Houndsfield unit characteristics in the same scanning
sequence. Currently, however, these structures are best examined
with MRI although this also suffers from limitations with sensitivity
(11,21,25). An additional advantage of PMCT in forensic settings
is the detailed visualization of surgical intervention, as shown in
Figs 3 and 4. The PMCT images are particularly useful and con-
tribute with very detailed information to the forensic pathologist’s
analysis of surgical intervention which is often problematic.

Relevance of Findings

Continuous improvement in the knowledge of UCS pathoanato-
my is necessary for optimal management strategies of casualties in
clinical settings as well as in the reporting of these injuries in
forensic settings. It is clear from this study that advanced diagnostic
imaging procedures contributes significantly to the medico-legal
investigation of UCS fractures following trauma. Unfortunately,
there appears to be an underreporting of UCS injuries in Denmark
because of the low number of medico-legal autopsies performed of
people killed in traffic crashes, as less than 20% of road traffic
crash fatalities are investigated with postmortem autopsy (26,27).
To gain more precise insight into the extent of UCS injuries in
traffic-related deaths, both increases in number of autopsies
performed and increased utilization of adjunct diagnostic imaging
procedures are needed. As relatively minor-energy transfer trauma,

FIG. 4—Three-dimensional formatted images of PMCT providing images
for the analysis of surgical intervention.
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such as a simple fall from same level, is also capable of producing
fractures of the UCS, such injuries need to be suspected in a range
of traumatic exposures relating to death (28,29). Routine utilization
of PMCT in the examination of traumatic deaths seems to be a
logic integration of this sensitive diagnostic tool to the medico-legal
investigation.

Conclusions

This study of PMCT and autopsy findings from 13 consecutive
cases with UCS fracture and ⁄ or cranio-cervical dislocation revealed
that these procedures in combination produce a thorough evaluation
and precise classification of fractures. Neither of the techniques
identified all UCS injuries. Fractures of atlas and axis were best
visualized with imaging procedures whereas cranio-cervical dis-
location was better identified with autopsy. Fractures of the UCS
complex were present after both high- and low-energy trauma. This
study supports the implementation of PMCT in forensic settings on
a routine basis as a supplement to the medico-legal autopsy which
remains the most central element of the medico-legal investigation.
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TECHNICAL NOTE

PATHOLOGY/BIOLOGY

Graziela M. Biavati,1 M.Sc.; Fernando H. de Assis Santana,1 M.Sc.; and Jos� R. Pujol-Luz,1 Ph.D.

A Checklist of Calliphoridae Blowflies (Insecta,
Diptera) Associated with a Pig Carrion in
Central Brazil*

ABSTRACT: Although the Cerrado is the second major Brazilian biome, few studies have been undertaken about its entomofauna. Blowflies
have an important role in forensic entomology, helping in the determination of postmortem intervals. The main goal of this exploratory study was to
identify and to catalog the blowfly species associated with a pig carcass. The study was conducted in a pasture in Bras�lia, Distrito Federal. A pig
(Sus scrofa) was killed with a .22 caliber shot in the frontal region of the head. Adult blowflies were surveyed daily from June 1 through 30, 2004.
A total of 14,910 adult calliphorids were collected, representing eight species: Chrysomya albiceps, C. megacephala, Cochliomyia macellaria, Chlo-
roprocta idioidea, Hemilucilia semidiaphana, H. segmentaria, Lucilia cuprina, and L. eximia. C. albiceps was the most frequent species, amounting
to 94.76% of the catch. Five decomposition stages were observed, and for calliphorids, the most attractive stage was the bloated one.

KEYWORDS: forensic science, Cerrado, savanna highlands, biodiversity, insect succession, forensic entomology, necrophagous insects

The Cerrado is considered one of the world’s biodiversity hot-
spots. Although it represents the second major Brazilian biome,
occupying 21% of the national territory (1,2), little attention has
been given to its arthropods. Few studies have been made about its
entomofauna (3–7) and still less about its dipterofauna (8). Check-
lists of species associated with cadavers ⁄carcasses are scanty (9–
12) added to a general lack of information about Diptera diversity
in the Cerrado of Central Brazil (13,14).

Blowfly actively participate in organic matter decomposition
(15), conferring to this group an important role in forensic entomol-
ogy (16). Diptera and Coleoptera are the main groups of necropha-
gous insects involved in decomposition processes (17,18). Flies are
generally the first to reach the substrate, and Calliphoridae, Musci-
dae, Fanniidae, and Sarcophagidae are the main families responsi-
ble for the cadaver ⁄ carcass decomposition (19–22). In Brazil,
studies about human and animal corpses began in the 20th century
but substantial development has only been attained in the last few
years (24,25).

Studies addressing succession patterns have been used both in
temperate ⁄ subtropical and tropical environments (16,24). Those
studies described the entomological succession patterns, demonstrat-
ing that species composition varies in relation to the geographic
location and abiotic factors (23). This variation has been helpful in
the determination of postmortem intervals (PMI) (25–28) but the

decomposition process has pertinent ecological implications: the
availability of nutrients and carbon produced in decomposition has
direct effects on the flora and fauna associated with the background
soil, increasing fertility and microbial biomass and activity (29).

This exploratory study is the first one undertaken in Brazilian
savanna highlands (Cerrado), and the main goal is to identify and
catalog the species of blowflies associated with a pig carcass and
the relation between the presence of adults of calliphorids and the
decomposition stages exhibited by the carcass.

Methods

The study was carried out in a 1600 m2 pasture-inactivated area,
surrounded by Cerrado sensu stricto, at Bras�lia, Distrito Federal
(15�56¢22¢¢S; 47�54¢54¢¢W). A carcass of Sus scrofa in decomposi-
tion, with approximately 15 kg, was used to attract insects. The pig
was killed with a .22 caliber shot in the frontal region of the head
and placed undressed in a metal cage with 1.5 m of diameter and
2 m of height, suspended about 10 cm above the ground, and cov-
ered with a Shannon trap. The blowfly collects lasted 15 min and
was performed daily between June 1 and 30, 2004.

The captured insects were identified with the help of McAlpine’s
key (30) and Calliphoridae species with the keys of Dear (31),
Carvalho and Ribeiro (32), and Mello (33). Part of the collected
material was deposited in the Entomological Collection of the
Departamento de Zoologia da Universidade de Bras�lia. The experi-
ment was authorized by the Ethics Committee for Animal Use of
the Instituto de Biologia of the same University.

Results

A total of 14,910 adult individuals were collected. Chrysomya
albiceps was the most frequent species in the carcass, amounting to
94.76% of the individuals, followed by C. megacephala (3.04%),
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Chloroprocta idioidea (1.08%), Cochliomyia macellaria (0.91%),
Lucilia eximia (0.15%), Hemilucilia semidiaphana (0.03%), H. seg-
mentaria (0.02%), and L. cuprina (0.01%).

As observed by Early and Goff (34), there are five decomposi-
tion stages: initial, during 1 day; bloated, 8 days; decay, 13 days;
postdecay, 9 days; and dry, which started at the last day of the
experiment. All of them, with the exception of L. cuprina, were
collected in the bloated stage, C. albiceps being the most frequent
species (Fig. 1). Likewise, all the species, with the exception of the
two species of Hemilucilia, were collected in the decay
stage. C. albiceps was the only species occurring in the dry stage.
There was no capture of blowflies at the initial and dry stages
(Fig. 2).

Discussion

Calliphorid blowflies are the main active agents of pig carcasses
decomposition (15,21,35); some genera are used in forensic ento-
mology as they provide significant data on PMI (23). C. albiceps,
C. megacephala, and C. putoria are introduced species and may
cause some impact on the native community of necrophagous dipt-
erans (36). During the 1970s, they spread out to the states of Goi�s,
Minas Gerais and Par�, reaching some cities in the northeast of
Brazil (37).

C. albiceps was the most frequent species in the carcass during
the postdecay stage. The same results were found in Goi�s (13)
and Southeastern Brazil (9,17,38). This species is considered by
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FIG. 1—Calliphorid species recorded during the five decomposition stages of Sus scrofa in June 2004 at the Cerrado. *no data. The number above the bar
represent the number of collected individuals.
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these authors as a carrion fly. Although the frequency of C. mega-
cephala, C. macellaria, C. idioidea, H. semidiaphana, H. segmen-
taria, L. eximia, and L. cuprina was not representative, all the
species collected in this study are also considered good forensics
indicators (10,39,40).

In Brazil, C. macellaria was considered the most frequent
species in cadaver colonization (41), but with the introduction of
Chrysomya in this country, it suffered a populational drop, probably
because of predatory behavior and larval competition with species
such as C. albiceps (39,42,43). Andrade et al. (43) observed that
C. macellaria larval aggregation decreases when C. albiceps is
present and that the larval aggregation of the latter increases with
the presence of C. macellaria.

The presence of C. idioidea adults was observed along the
bloated, decay, and postdecay stages of the carcass. Its presence
along several stages of the decomposition process suggests that
this species could be an important forensic indicator. It has been
collected in fragments of secondary Atlantic Forest in Southeast-
ern Brazil (44–47). Sousa (48) observed a frequency of 88.06%
of collected individuals in the state of Amazonas, indicating
that this species in an important faunistic component in
that area. There is no information about C. idioidea at the
Cerrado.

Three adults of H. segmentaria and five of H. semidiaphana
were collected. Other studies using animal baits also detected a
low frequency of H. segmentaria adults (39,49,50). Moura et al.
(10) and Carvalho et al. (22) observed that H. semidiaphana
occurs in greater frequency in forest environments. The low fre-
quency found in the Cerrado may therefore be explained by the
presence of open areas and the great solar incidence. Oliveira-
Costa (23) considers this species a good forensic indicator for
rural zones.

Lucilia was represented by the species L. cuprina and L. exi-
mia. The former with only four individuals collected. Oliveira-
Costa et al. (40) also collected a small number of L. cuprina in
human corpses; the indication of this species is not frequently
mentioned in the existing checklists. Adults of L. eximia were col-
lected at the beginning of the decomposition of the pig carcass,
being present along all stages, but disappearing in the dry stage.
This species is known as one of the first muscoid species to colo-
nize animal carcass (22,38,39,49). Although adults occurred in
small number in carcasses, their colonization was abundant, being
collected both in forest and in urban environments (23).
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Extracting Concealed Information from
Groups*

ABSTRACT: Lie detection procedures are typically aimed at determining guilt or innocence of a single suspect. Serious security threats, how-
ever, often involve groups, such as terrorist networks or criminal organizations. In this report, we describe a variant of the skin conductance-based
Concealed Information Test (CIT) that allows for the extraction of critical information from such groups. Twelve participants were given information
about an upcoming (mock) terrorist attack, with specific instructions not to reveal this information to anyone. Next, each subject was subjected to a
CIT, with questions pertaining to the details of the attack. Results showed that for every question, the average skin conductance response to the cor-
rect answer option differed significantly (p < 0.05) from those to all other options. These results show that the information about the upcoming attack
could be extracted from the group of terror suspects as a whole.

KEYWORDS: forensic science, terrorism, lie detection, polygraph, concealed information test, CIT, Guilty Knowledge Test, network
analysis

Lie detection procedures are typically aimed at determining guilt
or innocence of a single suspect. Many of today’s security threats,
however, do not come from individuals, but from organized groups
such as terrorist networks or criminal organizations. In this report,
we describe a technique that can be used to extract critical informa-
tion from such groups; and in this way, we help to increase the
security of citizens.

This technique is based on the Concealed Information Test (CIT;
also known as the Guilty Knowledge Test [1,2]). This test aims to
detect the presence or absence of crime-related information in a
suspect’s memory. In a typical CIT, questions concern crime details
known only to the police and the perpetrator, but not to an innocent
suspect. With each question, several answer options are presented
serially, while psychophysiological parameters, such as skin con-
ductance, are recorded. Answer options include the correct, but also
several plausible but incorrect ones (e.g., ‘‘Was the victim killed
with a … (i) gun, (ii) knife, (iii) rope, (iv) bat, (v) screw driver’’).
For innocent suspects, all options are equally plausible and will eli-
cit similar physiological responses. However, for a guilty suspect,
the correct option is salient and elicits an enhanced response. Thus,
consistent stronger physiological responding to the correct answer
options indicates knowledge of intimate crime details, from which
guilt can be inferred. This use of the CIT is supported by research
on the human orienting reflex (3), has good validity (4), and is
widely used as a forensic tool in Japan (5,6).

An alternative application of the CIT is the so-called Searching
Peak of Tension Test (SPOT [6,7]). This variant can be employed

when the correct alternative is not known to the investigative
authorities, but rather is the topic of investigation. If that is the
case, a series of answer options are presented to the suspect, and
the option that evokes the largest response is considered to be the
one that warrants further investigation. In this way, the CIT can be
used to discover, for example, the location of the body of a murder
victim when the perpetrator is known.

In organized crime and terrorism, there are often multiple sus-
pects who are likely to possess the same critical information. The
question arises whether this critical information can be extracted by
presenting the same questions to multiple suspects. The correct
alternative should evoke the largest response in the majority of
them. Screening for answer options that, on average, evoke the
largest response in a group could then provide a reliable method
for determining concealed information unknown to the investigative
authorities, for example about a terrorist plan.

Method

Twelve male undergraduate students of Maastricht University
(mean age 22.4 years, SD = 2.9) were asked to participate in an
experiment. They read and signed an informed consent and received
financial compensation for their participation. The experiment was
approved by the ethical committee of the Faculty of Psychology and
Neuroscience, Maastricht University. Upon arrival in the laboratory,
the participant was told that the experiment entailed role playing and
that he had to pretend he was a member of a terrorist organization.
Next, the participant was given an envelope that contained instruction
to go to a bar located inside the university building for a briefing. In
the bar, he found an envelope labeled ‘‘top secret.’’ This envelope
contained the details of an upcoming terrorist attack (target, location,
and date), with specific instructions to make sure not to reveal these
details to anyone. Next, the participant returned to the laboratory.

Upon return to the laboratory, the participant was told that he
was suspected of being a member of a terrorist organization,
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possessing important information about an upcoming attack, and
was therefore asked to undergo a lie detection test. After attach-
ment of the sensors, the participant was again reminded to keep
any information secret. To increase motivation, participants were
promised a €5 reward for beating the test. The test consisted of
one practice question and three test questions. The practice question
referred to the day of the week and served to familiarize the partic-
ipant with the procedure. The test questions pertained to the target,
the location, and the date of the upcoming attack. All questions
were presented on a computer monitor. With each question, six
answer options were presented serially, each for 2 sec, with an in-
terstimulus interval of 25 sec (e.g., ‘‘On what date will the attack
take place?’’ February 2, October 8, April 20, November 22, March
27, August 15). The first answer option presented was never the
correct one and served to absorb novelty orienting responses. The
remaining five answer options were presented in random order.
Participants responded to the presentation of each answer option
with a verbal ‘‘no.’’ The order of the questions was determined by
a balanced latin square (8). All testing took place in a sound-proof
laboratory, and participants were monitored from a control room by
means of a video surveillance camera and a microphone.

Skin conductance was measured in microsiemens (lS) using a
24 bit DC 0.5 Volt system (Contact Precision Instruments, London,
U.K.) with a sampling rate of 60 Hz. Two Beckmann silver ⁄ silver
chloride (Ag-AgCl) electrodes (8 mm in diameter) were placed on
the medial phalanges of the first and second fingers of the partici-
pants’ nondominant hand. Electrodes were filled with isotonic elec-
trode paste (0.9% NaCl). Skin conductance responses (SCRs) were
computer scored as the maximum positive deflection between 1 sec
and 5 sec following stimulus onset. To eliminate individual

differences in responsivity, within-question standardized scores
were computed by subtracting the mean of all five responses
(excluding the buffer option) from the response to each answer
option and dividing that by the standard deviation of all five
responses (9). Three separate univariate repeated-measures ANO-
VAs were carried out on these z-scores, one for each question. The
original degrees of freedom are reported with the Greenhouse-Geis-
ser adjusted p-value and Greenhouse-Geisser Epsilon value (e).

Results and Discussion

All three repeated-measures ANOVAs performed on the SCRs
elicited by the different options revealed a main effect (date:
[F4,44 = 14.5, p < 0.001, e = 0.66], city: [F4,44 = 14.5, p < 0.001,
e = 0.73], target: [F4,44 = 5.46, p = 0.004, e = 0.75], for an exam-
ple see Fig. 1). Post hoc comparisons showed that for every ques-
tion, responses to the correct answer option differed significantly
(p < 0.05) from those to all other options, while, with one excep-
tion, responses to incorrect answer options did not differ from each
other (see Table 1).

These results show that with the CIT, one can extract critical
information about an upcoming terrorist attack from a group of ter-
ror suspects. In this way, this network variant of the CIT (N-CIT)
may help to prevent terrorist attacks, but it may also be useful in
revealing the location of drug laboratories, weapons or persons, or
identify details of money laundry operations. This way, it may help
to increase security and may serve as an alternative to controversial
interrogation techniques.

Even though the current experiment was performed under ideal
conditions (e.g., all participants possessing the information), our
results likely generalize to the field. CIT research typically shows
very large effect sizes. Mock crime studies that best mimic real life
situations have found a Cohen’s d of 3.12 (4), and an estimation of
Cohen’s d for the current study is 2.45 (for the estimation proce-
dure see [10]). Such high effect sizes create leeway for use under
suboptimal circumstances, like a smaller group of suspects, or a
group of suspects in whom not everyone possesses the critical
information. In any case, the N-CIT can be used as a challenge
test. If no differences are found, this should be interpreted with
caution. If one option does differ, however, further investigation
into that option is warranted.

Investigative authorities already put considerable effort into map-
ping criminal networks (11). Additionally, the N-CIT requires that
plausible answer options are limited in number. In some cases, the
number of available options may be naturally limited; in others, the
available options need to be reduced by police work. If this can be
achieved, the N-CIT may prove a valuable tool for information
gathering from groups of suspects.

FIG. 1—Mean standardized skin conductance response to answer options
for the question about the date of the upcoming attack. *Denotes the correct
option. Error bars represent standard errors of the mean.

TABLE 1—p-values for the post hoc comparisons for the three questions.

Question

Date Location Target

20 Apr 22 Nov 27 Mar 15 Aug*
Den
Haag Eindhoven Utrecht Rotterdam* C&A HEMA H&M V&D*

8 Oct 0.80 0.22 0.32 0.001 Den Bosch 0.18 0.75 0.05 <0.001 Bijenkorf 0.24 1 0.90 0.02
20 Apr 0.33 0.52 <0.001 Den Haag 0.44 0.52 0.001 C&A 0.22 0.14 <0.001
22 Nov 0.99 <0.001 Eindhoven 0.13 <0.001 HEMA 0.88 0.01
27 Mar <0.001 Utrecht 0.001 H&M 0.002

*Denotes the correct answer.
The different locations represent large cities in the Netherlands. The targets all refer to department stores that can be found in these cities.
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Determining the Source of Equine Bloodstains
by Dinucleotide Repeats*

ABSTRACT: A novel multiplex of independent dinucleotide tandem repeat (DTR) loci was previously described that is capable of not only dis-
criminating human and equine DNA, but of identifying a single equine source. We report a case in which a bloodstained syringe and two needles
were found during inspection of a barn by inspectors of the Pennsylvania Racing Commissions. Using the multiplex and single-locus detection, all
21 equine DTR markers were detected in a suspect horse and two evidence samples, indicating the evidence samples came from the suspect animal.
Only six markers were detected in the third evidence sample because the volume of blood was limited. Following whole-genome amplification and
single-locus PCR, the third evidence sample detected a total of 17 markers and the likelihood of identity (probability from suspect horse ⁄ probability
from a random pacer) was 7.0 · 106. The DTR multiplex has some technical limitations, but it is already practical for casework.

KEYWORDS: forensic science, racehorses, sample identification, bloodstains, short tandem repeats, multiplex polymerase chain reaction,
whole-genome amplification

There are several ways to prevent doping of race horses, which
adversely affects their welfare. These include testing of blood or
urine postcompetition and the prohibition of needles and syringes
from racetracks, except when they are used by practicing veterinari-
ans. The PA Racing Commissions may require testing a biologic
sample for presence of drugs whether it has been obtained from a
horse or from a syringe or needle found after unannounced barn
searches. A sample’s chain-of-custody documentation may be chal-
lenged so that it is important to identify the source of the sample.
The origin of a sample from a needle or syringe may be equine or
human, and some blood samples may be limited in quantity or
degraded. Therefore, it is important to examine the sample DNA
for species and individual by robust methods. Recently, analysis of
21 equine dinucleotide tandem repeat (DTR) loci (1) and whole-
genome amplification (WGA) (2) have permitted identifications
with almost no (3.1 · 10)13) error. In this article, we describe an
actual case to demonstrate how dried blood from a needle and
syringe was analyzed and shown to be from a suspect horse.

Materials and Methods

Samples

A suspect blood sample, one syringe and two needles containing
bloodstains were received in the laboratory for identifying the
source of blood. Evidence and suspect samples were collected dur-
ing a routine barn search at a racetrack in PA.

DNA Isolation and Quantification

Bloodstains were recovered from the syringe and needles by sus-
pending in TE buffer. Total DNA was isolated by Genorise DNA
Purification System (Genorise Scientific, PA) (1). DNA was veri-
fied on 0.8% agarose gel, and the quantity was estimated by
TL100 software as well as OD260 measurement (1,3). DNA quan-
tity recovered from the suspect horse sample was 10.23 lg per
0.3 mL blood, 1.12 lg from syringe, 300 ng from needle #1, but
no quantifiable DNA was recovered from needle #2.

Whole-Genome Amplification

To recover quantifiably sufficient DNA for PCR analysis on nee-
dle #2, multiple displacement amplification (MDA) was conducted
to amplify entire genomic DNA from the isolate using REPLi-g
mini kit (Qiagen, CA) (2). A total of 1.2 lg DNA was obtained
following WGA.

PCR Amplification

A previously developed short tandem repeat (STR) typing
method with minor modification was used in generating DTR pro-
file for each sample by HotStar Taq DNA Polymerase Master Mix
(Qiagen) (1). Briefly, A single tube of 15-ll reaction was
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assembled by 1· Master Mix, 3 mM MgCl2, 20–50 ng DNA tem-
plate, 40–100 nM primers, 67 lg ⁄ mL BSA, and 667 lg ⁄ mL Triton
X-100. PCR amplification was subjected to 95�C for 15 min, 30
cycles of 94�C for 30 sec, 57�C for 30 sec, and 72�C for 1 min
with final extension at 72�C for 10 min in a TC-512 Thermal
Cycler (Techne, NJ). The 24-plex PCR was conducted to detect 21
equine DTR loci (Table 1) and three human tetranucleotide tandem
repeat (TTR) loci to detect contamination of equine sample by
human DNA. To amplify each of 21 loci in the suspect and evi-
dence samples, a single-locus PCR was conducted using the same
conditions as in the multiplex method.

Detection of Amplified DTR Loci and Allele Designation

Amplified markers were measured for size using capillary
electrophoresis (CE) by a CEQ8800 Genetic Analysis System
(Beckman Coulter, Brea, CA) (1,3). Individually amplified STR
loci for each sample were pooled in one well of a 96-well plate
for fragment analysis. Allelic size was determined by comparing
to an internal size standard-600 containing 33 fragments (60–640
nucleotides) with 10–20 nucleotides apart and by fragment analy-
sis software (Beckman Coulter) (1). An allele was designated as
number of repeat motif plus 0.1 for partial repeat (one nucleo-
tide) (1,3,4).

DNA Sequencing

Allele 20 and stutter products at locus HMS1 were sequenced
using GenomeLab� Dye Terminator Cycle Sequencing (DTCS)
Quick Start Kit (Beckman Coulter) as described previously (1).
A single PCR product of allele or stutter was isolated from 6%
polyacrylamide gel prior to sequencing.

Statistical Analysis

The random match probability (RMP) and likelihood ratio
(LHR) were used to estimate the probability of sample matching (5).

RMP evaluates the probability of having a match under the follow-
ing defense hypothesis: a random horse (not the suspect) is the con-
tributor of the DNA sample, which is obtained as a product of
genotype frequencies for Pacer Standardbred population. To com-
pare two typical samples, a product of genotype frequencies of
which independent loci have identical or distinct genotypes was
calculated and LHR was obtained.

Results and Discussion

Multiplex PCR Revealed Detection of 20 Equine DTR Loci
in the Suspect and Two Evidence Samples

Multiplex PCR indicated that all equine DTR markers except
locus HMS1 were clearly detected in suspect horse, syringe, and
needle #1 (data not shown). Results obtained from multiplexing
were consistent with those from single-locus detection. Human
TTR loci were not detected in the samples, suggesting that the
source of the bloodstains was a horse not human.

A 24-plex STR method was developed as a novel approach to
identify racehorse sample and contamination by human DNA (1).
Although the method still uses DTR and internal size standard
instead of allelic ladder, it had demonstrable advantages: higher
power of identification, use of conventional allelic designation, and
detection of contamination by human DNA. Multiplexing condi-
tions were optimized according to DNA template, concentrations of
magnesium and primer, and cycling parameters. We noted that it
was helpful to include BSA and Triton in the multiplex assay to
improve DNA amplification of challenging samples such as these
case samples. These two reagents did not show any adverse effect
on fragment sizes and thus, should not affect genotype results.
Three human TTR markers in the 24-plex panel were human spe-
cific and did not recognize equine DNA (1). Based on the results
at hand, it is clear that bloodstains in the syringe or needle #1
shared the same source with the suspect sample.

In the previous study, no deficiency of detection was observed
for HMS1 locus in 261 samples. Difficulty in detecting HMS1

TABLE 1—Equine and human (*) short tandem repeat (STR) loci, dye assignment, sequences and concentrations (nM) of PCR primers, and PCR product
size (bp).

STR Dye Primer 1 Primer 2 nM Size

VHL20 D4 caagtcctcttacttgaagactag aactcagggagaatcttcctcag 70 90–110
UMNe156 D2 agactagcttcaaattgcccc cctatgcttgaaggagtgtg 90 102–124
HTG4 D3 ctatctcagtcttcgttgcaggac ctccctccctccctctgttctc 40 128–140
AHT4 D2 aaccgcctgagcaaggaagt tcccagagagtttaccctgg 90 146–162
HMS6 D3 gaagctgccagtattcaaccattg ctccatcttgtgaagtgtaactca 70 160–170
HMS7 D4 caggaaactcatgttgataccatc tgttgttgaaacataccttgactgt 70 175–185
ASB9 D2 tttcctcctccactacacac tcccttatcacaatagagcag 100 201–215
ASB2 D3 ccttccgtagtttaagcttctg cttccccagaagttagagcag 90 190–226
COR045 D4 taccgcaagtgaaaccagttc ttgtgggactgagcccttaac 70 217–233
HMS3 D2 ccaactctttgtcacataacaaga catcagtcagaagctgcgaacc 90 243–265
UMNe222 D3 accaagctatgagtcaggag agcatcttcatgtcctctgc 60 249–267
LEX074 D4 ccccttaaattcagaaagagagcc ggaatttggagattatctgtgggc 15 273–291
TH01* D2 ctgttcctcccttatttccc ggtacctggaaatgacactg 100 281–297
COR008 D3 aggacactgaagggctgaaag tagatagcgtctggagggttc 90 297–321
HMS2 D2 acggtggcaactgccaaggaag gatctctagctcagtaaatcacagg 100 305–325
UM015 Cy5 agtctggctgaggatactg tttgctgtcacattagaggg 40 330–346
COR018 D2 tgagtcttctgtactcctgg ccacatctgggagtactaga 90 343–368
UMNe116 D3 ctggctaaactcttattcc acatgggagaaaatacacac 90 364–378
UMNe479 D4 gagatggatggaatagcttg tgcccagcctgaaagatttc 60 377–385
HMS1 D2 cacttatcagagaggccctcc gtcatcccactctatcagggg 90 399–409
TPOX* D2 cacagcttgatctcctcatg tgaactcctcaggtccaatc 100 425–445
UMNe191 D3 tgtcctcacttggcatgagtcc ccagatggtgaaacaaggggc 100 414–442
LEX073 D4 ttcagaacatcatccagcatcccc cccaccactcaaatgtactaggc 40 462–492
D18S51* D3 actgcacttcactctgagtg cactttagccgacaaaaggc 100 470–494
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may suggest a rare mutation in the primer binding site in these case
samples. It would be advisable to remove HMS1 from the panel if
it continued to show deficiency in its detection.

Detection of 17 Equine DTR Loci in Needle #2

Only six markers were detected from needle #2 in 24-plex PCR
(not shown). Following WGA of the DNA sample, eight more
markers were detected while seven others showed weak or no sig-
nals by multiplexing. However, by single-locus PCR, DTR profiles
for three additional markers (COR018, HMS1, and UMNe191)
were observed. Altogether, 17 markers were detected in needle #2
although sufficient DNA was generated following WGA. The
incomplete DNA profile may be attributed to low quality or DNA
damage.

DNA quantity contributes to the success of multiplexing and low
DNA template such as 1 ng made some alleles undetectable (1).
Needle #2 presented difficulty in the multiplex detection of equine
DTR markers although the addition of BSA and Triton improved
amplification. In addition, the result of this study indicated that
WGA could improve DNA yield to cause some alleles to become
detectable. WGA is a great approach for limited forensic samples
that contain low level DNA (2). However, WGA may not recover
or repair damaged DNA template, and thus has limitations in
improving PCR assay if the template is damaged. Seven markers
were heterozygotes in the suspect and two evidence samples, but
were detected as homozygote in needle #2. Although it was not
readily evident as to whether this high rate of homozygote was due
to the limited detection of the difficult sample, allelic dropout in
WGA treated sample may not necessarily indicate that WGA
caused such effect. Evidence has shown that WGA did not
eliminate but improved allelic detection of HMS1 when diluted
DNA samples were subjected to WGA (not shown). Moreover,
ø29 DNA polymerase used for MDA has an error rate of 1 in 106–
107 (6). If the absence of other alleles was because of the DNA
damage or low quality, this sample may share common source with
other three samples.

Locus HMS1 Was Detectable with Single-Locus PCR

Locus HMS1 was not detectable in multiplexing but was in sin-
gle-locus PCR in all four samples (not shown). These four samples
showed an identical product of allele 20 that was confirmed by
DNA sequencing. Interestingly, the allele at locus HMS1 was not
detected in the previous study in 171 Standardbred horses (1). Stut-
ter peaks present in all samples were sequenced and were one
repeat unit smaller. Needle #2 also showed two additional stutter
products that were two and three repeat units smaller than the alle-
lic product. Multiple stutter peaks in needle #2 may be related to
low DNA quality.

While multiplex PCR showed difficulty in amplifying some
markers in extreme circumstances such as degraded samples, a sin-
gle-locus PCR may overcome this difficulty. It is necessary for
multiplex method to reveal complete STR profile; however, this
may not be always true especially in extremely difficult samples as
presented in this case study. Although the robustness of the multi-
plex assay is in high demand in forensic science, this casework
showed that single-locus detection is useful as an alternative
approach when difficult DNA template is presented. However, sin-
gle-locus amplification may not be needed if multiplexing can
reveal complete STR profile.

Identification of Allelic and Stutter Peaks

All allelic peaks were identified by multiplex and single-locus
PCR and by CE. They were identical between single and multiplex
detections. Stutter peaks were observed in 17 of 21 markers. For
instance, at locus ASB2, an identical peak pattern was observed
between suspect (Fig. 1A) and syringe (Fig. 1C) samples. In both
samples, the highest peak was designated allele 26. The third high-
est peak in the suspect sample and the second highest peak in the
syringe were both three repeat units larger than the first allelic
peak, and thus were designated as allele 29. Peak 216 (arrow) was
one repeat unit smaller than the corresponding allelic peak and thus
it was considered a stutter peak in both suspect and evidence

FIG. 1—Detection of stutter activity. In suspect (A, B) and evidence (C, D) samples, stutter peaks were detected at loci ASB2 (A, C) and AHT4 (B, D). Alle-
lic peaks were labeled and designated by number of repeat unit determined by DNA sequencing. Typical stutter peaks are indicated by arrows and other
minor peaks are characterized as non-allelic peaks (not labeled).
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samples. The other minor peaks appeared as stutter or nonallelic
products. Both samples (suspect and syringe) showed identical STR
profile that was a heterozygote at locus ASB2. Locus AHT4 also
showed an identical peak pattern between suspect (Fig. 1B) and
syringe (Fig. 1D). In both samples, the highest peak was allele 33,
the second highest peak that was one repeat unit smaller was con-
sidered a stutter product. The other minor peaks were smaller in
size and one nucleotide apart and appeared as nonallelic products.
Both samples (suspect and syringe) exhibited an identical genotype
that was a homozygote at locus AHT4.

While DTR loci were employed to identify disputed samples,
nonallelic peaks such as stutter peaks need to be clearly identified
and interpreted. Stutter peak usually appear as one or more repeat
unit smaller in size (7,8) and is defined as an artifact of PCR
amplification (8). Multiple stutter peaks with partial repeat unit
(single bp) apart were also observed (Fig. 1B). These irregular arti-
fact peaks were much smaller than the regular stutter peaks with
peak area ratio (PAR) of 0.28–0.44 to the allelic peaks (not
shown). Stutter product was previously identified as shadow band
by amplification of DTR loci, a nonallelic product probably from
amplification slippage caused by a pause in DNA chain elongation (8).
Occurrence of stutter activity depends on the nature of Taq DNA
polymerase with processivity of approximately 40 (8). It was
expected that a more processive thermostable DNA polymerase
could reduce or eliminate stutter activity. In TTR locus, stutter
activity mostly occurred as one repeat unit smaller than the corre-
sponding allele (9). However, in DTR locus, nonspecific amplifica-
tion often represents reduction by multiples of the repeat unit (8).
Although stutter activity was very common, some markers
(UMNe222, COR018, UMNe479, and UMNe191) showed minimal
to no artifact activity. DNA templates from bloodstains and suspect
sample showed no difference in stutter activity as a sign of the
same nature of these samples.

With amplification of TTR loci, PAR of the stutter peak was usu-
ally less than 15% of allelic peak (7,9,10). In DTR loci, however,
stutter peaks were often comparable to allelic peaks according to
peak areas. This undesired activity may complicate interpretation of
the results. However, in this case study, conclusion can be easily
drawn because both evidence and suspect samples had identical peak
patterns. Because of the disadvantages of DTR, it would be important
to develop a method for detection of equine TTR for more effective
forensic DNA testing. The drawback is that there are only few equine
TTR sequences published with little information of its feasibility in
forensic testing. Cloning and polymorphism characterization of more
TTR sequences would definitely benefit the horse racing industry in
sample identification and doping control.

Comparisons of Genotypes between the Suspect and
the Evidence

The suspect and two evidence samples exhibited identical pro-
files (Table 2). Among 17 markers detected in needle #2, 79%
alleles were identical to the other samples. Among 21 DTR mark-
ers, 14 loci accounting for 67% were heterozygote in the suspect
and two evidence samples. In needle #2, only three markers
showed distinct alleles that accounted for 28% heterozygote. The
overall PAR was similar between the suspect and two evidence
samples with an average of approximately 0.70.

Random Match Probability and Likelihood Ratio

Except for alleles at locus HMS1, alleles at all other loci were
present at frequency of 0.01–0.63 (1). All samples presented a new

allele (20) at locus HMS1 with calculated allele frequency of 0.006
(n = 172). With allele frequencies defined in the Standardbred
Pacer racehorse (Table 3) (1), RMP was 3.1 · 10)13 between the
suspect and two evidence samples, and 1.5 · 10)10 between
evidence 3 and other samples, assuming a random horse is the
contributor of the DNA sample (5).

To estimate match probability between suspect and evidence
samples, LHR was also calculated. LHR for the match between
suspect and two evidence samples was 3.2 · 1012. LHR for the
match between needle #2 and other samples was 7.0 · 106

although such a match is less likely compared with the one
between the suspect and remaining two evidence samples.

TABLE 2—Comparisons of short tandem repeat (STR) profiles between
suspect and evidence.

Suspect Syringe Needle #1 Needle #2

VHL20 18 ⁄ 23.1 18 ⁄ 23.1 18 ⁄ 23.1 18 ⁄ 23.1
UMNe156 21 ⁄ 21 21 ⁄ 21 21 ⁄ 21 21 ⁄ 21
HTG4 16 ⁄ 20 16 ⁄ 20 16 ⁄ 20 16 ⁄ 20
AHT4 33 ⁄ 33 33 ⁄ 33 33 ⁄ 33 33 ⁄ 33
HMS6 17 ⁄ 19 17 ⁄ 19 17 ⁄ 19 ND ⁄ ND
HMS7 20 ⁄ 20 20 ⁄ 20 20 ⁄ 20 20 ⁄ 20
ASB9 15 ⁄ 15 15 ⁄ 15 15 ⁄ 15 ND ⁄ ND
ASB2 26 ⁄ 29 26 ⁄ 29 26 ⁄ 29 29 ⁄ 29
COR045 21 ⁄ 22 21 ⁄ 22 21 ⁄ 22 21 ⁄ 22
HMS3 23 ⁄ 25.1 23 ⁄ 25.1 23 ⁄ 25.1 25.1 ⁄ 25.1
UMNe222 10 ⁄ 16 10 ⁄ 16 10 ⁄ 16 ND ⁄ ND
LEX074 19 ⁄ 20 19 ⁄ 20 19 ⁄ 20 19 ⁄ 19
COR008 19 ⁄ 24 19 ⁄ 24 19 ⁄ 24 19 ⁄ 19
HMS2 18 ⁄ 18 18 ⁄ 18 18 ⁄ 18 ND ⁄ ND
UM015 14 ⁄ 18 14 ⁄ 18 14 ⁄ 18 14 ⁄ 14
COR018 16 ⁄ 17 16 ⁄ 17 16 ⁄ 17 16 ⁄ 16
UMNe116 19 ⁄ 20 19 ⁄ 20 19 ⁄ 20 19 ⁄ 19
UMNe479 24 ⁄ 24 24 ⁄ 24 24 ⁄ 24 24 ⁄ 24
HMS1 20 ⁄ 20 20 ⁄ 20 20 ⁄ 20 20 ⁄ 20
UMNe191 13 ⁄ 17 13 ⁄ 17 13 ⁄ 17 13 ⁄ 17
LEX073 34.1 ⁄ 34.1 34.1 ⁄ 34.1 34.1 ⁄ 34.1 34.1 ⁄ 34.1

TABLE 3—Allele frequencies for alleles detected in the suspect and
evidence samples (n = 172).

STR Allele Frequency Allele Frequency

VHL20* 18 0.377 23.1 0.044
UMNe156 21 0.544 NA NA
HTG4 16 0.436 20 0.099
AHT4* 33 0.474 NA NA
HMS6* 17 0.152 19 0.447
HMS7* 20 0.377 NA NA
ASB9 15 0.301 NA NA
ASB2* 26 0.257 29 0.196
COR045 21 0.146 22 0.386
HMS3* 23 0.383 25.1 0.056
UMNe222 10 0.175 16 0.693
LEX074 19 0.023 20 0.281
COR008 19 0.091 24 0.477
HMS2* 18 0.386 NA NA
UM015* 14 0.395 18 0.155
COR018* 16 0.187 17 0.594
UMNe116* 19 0.184 20 0.360
UMNe479* 24 0.711 NA NA
HMS1 20 0.006 NA NA
UMNe191* 13 0.237 17 0.243
LEX073* 34.1 0.126 NA NA

*Random match probability (RMP) and likelihood ratio (LHR) were cal-
culated over 13 independent loci.

STR, short tandem repeat; NA, not applicable.
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Equine sample identification with proper interpretation of the
result is rarely reported (11). Most alleles shown in these case sam-
ples were common in the Standardbred Pacer horses (Table 3).
Among 42 alleles in 21 loci, six alleles appeared less than 10 in
100 horses in the limited population especially the alleles at locus
HMS1 was detected for the first time. Although the RMP and
LHR were calculated based on the allele frequency observed in the
limited population, an accurate matching probability could be
drawn if a larger population was observed.
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Forensic Biomechanical Analysis of Falls
from Height Using Numerical Human
Body Models*

ABSTRACT: This article describes the method of using human body models developed originally for the use in automotive safety in forensic
reconstructions of falls from height. The MADYMO� software package and multibody human body models were used in forensic analyses of two
real cases—a fatal fall from a window c. 13.8 m above the ground and a fall into a c. 2.5-m deep cellar pit resulting in isolated ankle joint injury.
The performed series of numerical simulations helped to reconstruct the events and to resolve legally relevant questions concerning various aspects
of the falls. The benefits as well as limitations and potential biases associated with the use of numerical simulation in forensic biomechanical settings
are discussed. The method has proven to be effective under specific circumstances, though the cost (both financial and temporal) still prevents it from
wider use.

KEYWORDS: forensic science, forensic biomechanics, fall from height, numerical simulation, human body model, multibody modeling

Falls from height—onto a solid surface as well as into a fluid
body—have been recognized as a relevant biomechanical research
area (1–3). They occur frequently and are associated with substan-
tial costs both financial and to society. Legal issues are often raised
by falls that require the clarification of their causation.

Biomechanical analysis plays a significant role in the forensic
investigation especially in unwitnessed falls from height and in sus-
pected homicide cases. The crucial task of the forensic experts is to
resolve—or to help resolve—whether the fall resulted from an acci-
dent, a suicidal action, or an assault.

In order to get insight into the studied event and assess its vari-
ous legally relevant aspects, reconstructions of many accidents
and ⁄ or crime types are performed. In addition to classic reconstruc-
tion methods including staging and experiment, the importance of
numerical simulation has grown continuously over the last decades
primarily as a result of increasing computer performance. From a
biomechanical point of view, a reconstruction of an event (fall from
height) means finding such a time history of the kinematical and
dynamical parameters describing the movement and interaction of
the human body with the surrounding structures that is in accor-
dance with all the available evidence. Sometimes the statements of
involved persons—witnesses, victims, suspects—must be taken into
account.

The typical process of a forensic reconstruction goes backwards
with respect to time, i.e., from the known final state of the involved
systems and from the available evidence information about the
course of the event, and the initial configuration is extracted. This
holds also for the widely spread computational car accident recon-
struction—from the car end locations, observable deformations, and
other evidence the car motion during and prior to the crash is
reconstructed by using the laws of impact mechanics. In falls, there
is generally not an unambiguous relationship between the initial
conditions of the fall and the evidence, i.e., the same final body
position and injury pattern can be the result of a wide variety of
different initial conditions and several versions of the reconstruction
of the same fall can thus be consistent with the known traces, espe-
cially if there are only a few. As a result, it is not possible to use a
kind of an inverse computational technique to reconstruct the initial
conditions from the known final state on the scene.

The conceptual formulation of numerical simulation with human
body models is opposite to the classic reconstruction process—
based on a definition of the systems (human bodies and surround-
ing structures) and their initial conditions, the mechanics of the
event is computed forward to the final state. From this point of
view, numerical simulation does not seem to be a suitable recon-
struction method because it requires the most important (and not
objectively known) information as an input. However, numerical
simulation can be a very valuable tool in forensic biomechanical
analyses of certain kinds of problems if used adequately; the aim
of this article is to give an overview of the current possibilities in
this area and demonstrate its potential by means of two examples
with high-end biomechanical human body models.

Many legally relevant aspects concerning falls are related to tes-
timonies of involved persons (both victims and suspects) and their
biomechanical plausibility. Questions arise whether the description
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of the incident—related by its nature mostly to the actions preced-
ing the fall—is consistent with the evidence. In this type of ques-
tion, the use of numerical simulation with human body models can
be very beneficial.

Numerical Simulation

Thanks to the relative simplicity of the movement of a free fall-
ing body, falls from height were traditionally analyzed by using
basic laws of physics governing the kinematics of the center of
gravity of the (whole human) body with the air resistance
neglected. However, many of the real cases involve an interaction
between the human body and the surrounding structures at the
beginning or during the fall (i.e., impacts of various body parts on
rigid or deformable structures), and the reconstruction of the kine-
matics becomes thus very intricate. Numerical simulation is a
method that can shed light even on highly nontrivial events. Thanks
to very powerful visualization tools, the movements and their vari-
ous aspects can be shown and interrelations explained. Thus, even
biomechanical laymen—lawyers, judges, jury etc.—can get a clear
idea of the studied incident and understand better its relevant
aspects. Moreover, it is easy to modify the input parameters and
thus assess various different scenarios of the studied event. The
results of numerical simulations are objective in the sense that the
movements and interactions are governed by the laws of mechanics
and thus independent of personal experiences or opinions of the
expert. Another huge benefit of numerical simulation is its capabil-
ity to provide quantitative data regarding the temporal, spatial, and
(as far as the model permits) even dynamical patterns of the
incident.

Having named the main advantages of numerical simulation in
forensic biomechanical analysis of falls, it must be stressed that its
use is fraught with many pitfalls. Apart from the problems of gen-
eral nature common for all kinds of numerical simulation of
dynamic processes, there are some specific issues regarding the use
of human body models. As with any other models, their validity is
absolutely essential. For a human body model to reach sufficient
predictive, structural, and replicative validity, it must reflect the
mechanical properties of the real human body (the one that is being
studied, i.e., an individual!) and it must be proven to reproduce the
experimentally ascertained data in situations consistent with the
studied incident.

A very important point that needs to be handled is the capability
of the human bodies to generate movements and ⁄or forces through
muscular contraction. Muscular contractions—voluntary as well as
reflective—influence the kinematical and dynamical parameters of
human movements and must be taken into account in forensic anal-
yses. Although models of a human body with implemented muscle
models including muscle geometry as well as activation and con-
traction dynamics have already been developed, their use in foren-
sic biomechanics is not practicable. The reason is the need of the
input data, i.e., of the signals coming from the central nervous sys-
tem to the muscles. The timing and amplitude of the signals sent
to individual muscles during the analyzed event cannot be ascer-
tained ex post. In fact, even if we measure the kinematics of all
body segments of an individual and all the reaction forces resulting
from his interaction with the surroundings directly during the inci-
dent in question, we would not be able to generate the inputs for
the muscle activity (the neural controls)—a general problem
referred to as the inverse dynamics problem of neuromuscular con-
trol that was proven to be ill posed from a mathematical point of
view and thus not solvable (4). For forensic reconstructions, it
implies that the muscle activation pattern, i.e., a reliable input for

the muscle activity modeling, can never be found. The practical
consequence for forensic analyses is that only situations with only
marginal influence of muscle activity on the output can be studied
or other ways of its modeling have to be found. Obviously, the lat-
ter concerns only predictable and simple kinematical effects like
postural stability of the relative positions of body segments (simple
refers not to the physiological fundamentals of postural activity but
to its observable output). First steps in this direction have been
undertaken in the field of automotive safety—an occupant model
with stabilizing spine was introduced (5). The same model in com-
bination with ‘‘active’’ limbs, i.e., arms and legs with implemented
muscles controlled in a very easy manner by sensors was used to
imitate known driver reactions (6). It must be noted that this
approach was used only for the reconstruction of known—
measured—typical reactions and as such it is applicable only in this
particular kind of situation.

The MADYMO� Human Body Models

The essential property of a computer model of a human body
with regard to forensic analyses of falls is the ability to represent
its kinematics and interactions with the surroundings. High
demands for validity with respect to both kinematical and dynami-
cal response to impacts entail immense development costs that
exceed the resources of forensic experts by several orders of
magnitude in both temporal and monetary terms. While there are
hardly ever going to be means available for the development of a
special model for forensic analyses, the experts could take advan-
tage of the already existing and continually improved products
designed primarily for other purposes.

Several types of advanced numerical human body models have
been developed recently for use in traffic accident analyses and
reconstructions as well as in the development and optimization of
passive safety systems.

MADYMO� (MAthematical DYnamical MOdels) (7) is a
numerical simulation software tool developed for use in automotive
safety that incorporates both multibody and finite element tech-
niques. A database of human body models of various kinds (occu-
pant, pedestrian) and sizes is available and ready to use. Because of
their robustness, the multibody models seem to be especially suit-
able for the analysis of falls. Their anthropometry is based on the
RAMSIS database (8); it is important to stress that although meant
for use primarily in the automotive industry, they represent real
human bodies and not technical devices such as anthropomor-
phic testing devices (ATDs). The properties of joints connecting
individual body segments—range of motion, joint restraint forces
etc.—reflect literature findings on living subjects. The rheological
properties of the segments (stiffness, damping, hysteresis) are also
based on the data found in literature and they were optimized and
validated in simulations of postmortem human subjects (PMHS)
impactor tests. The kinematical response to one or multiple conse-
quent impacts (for example car-to-pedestrian accident) was validated
by means of a series of volunteer tests for low-range loads and by
several types of PMHS tests for high loads. The validation process
included various impact directions as well as various body parts
(pelvis, abdomen, thorax, shoulder, lower extremity); details can be
found in (7,9,10). The validity of the kinematical and dynamical
response of the models proven in both volunteer and PMHS
testing—not only in short-term severe impacts but also in scenarios
designated by lower loading and longer duration—qualifies the
model for usage in forensic analyses. Further validation of the
models for specific situations of forensic relevance is possible and
can be strongly recommended.
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Methods

Forensic Biomechanical Analysis Using Numerical Human
Models

The general methodology of the application of human body mod-
els in forensic biomechanics should consist of the following steps:

• problem definition
• extraction of relevant systems (components)
• choice of the human model
• modeling of other relevant systems (components)
• definition of the initial conditions and the range of variation of

unknown parameters
• pilot simulation
• series of simulations with variable parameters
• interpretation of results
• conclusions

The problem definition involves both the forensic part aiming at
the answer of the legally relevant questions and its reformulation to
a problem that can be solved by means of a numerical simulation.
Examples of such transformation are given in the real case demon-
strations presented later.

The effectiveness of modeling and numerical simulation depends
to a vast extent on the ability of the expert to discern what is rele-
vant and must be included in the model and what is not. The art of
modeling (or the science of it) consists in constructing models com-
plex enough to account for all major elements and, at the same
time, easy enough for efficient use and clear interpretation of
results.

In forensic biomechanical analyses, the most critical system is
the human body. From the wide selection of advanced human mod-
els already available, the most suitable should be chosen. For the
analysis of falls, the MADYMO� model family seems to be very
appropriate. The models represent the kinematics of the human
body with a high degree of validity experimentally proven by
means of both volunteer and PMHS testing, the contact properties
are defined in the models and there are several different anthrop-
ometries available.

Another advantage of the MADYMO� package is the easy way
to model various systems surrounding the human body—both using
multibody technique with simple geometries and finite element
method if a high degree of detail is needed. It is possible to imple-
ment in MADYMO� the contact characteristics of any geometry
by using force ⁄ deflection characteristics—an example of contact
characteristics definition for compact earth and grass ground usable
in a numerical simulation is given in (11). Damping, hysteresis,
and other phenomena can be represented in the model, provided
the necessary parameters are known.

The initial conditions are sometimes described by one of the
involved persons; in unwitnessed falls they are completely
unknown. Even if a ‘‘precise’’ verbal description is available, the
initial conditions have got a stochastic character and must be sub-
jected to a variation. Principally, every single parameter defining
the initial conditions (position of a body or a segment relative to
other systems ⁄ components, initial velocities—magnitudes as well
as directions, etc.) should be subjected to variation in the whole
range of its possible (realistic) values. Care must be taken that
every set of parameters is consistent, i.e., the values can occur
simultaneously in reality. In very intricate cases, some experimental
validation (imitation of the initial phase in the laboratory etc.)
might be necessary. The number of levels of each parameter as
well as the range of possible values of each parameter depends on
the nature of the parameter. If n denotes the number of parameters

subjected to variation and mi, i = 1, …,n the number of various
levels of the ith parameter, it is necessary to perform
m1 . m2 . … . mn simulation runs to explore the whole space of
possible versions of the event.

The purpose of the pilot simulation with freely chosen initial val-
ues of the parameters is the check of the system models, the con-
tact interaction definition, and the stability of the numerical model.
All modifications of the model should be performed prior to the
parameter variations because any change of the model at a later
stage would require the modification and re-calculation of all the
already performed simulations.

The interpretation of the results is the critical part of the expert
work. Apart from the forensic and biomechanical background, a
comprehensive knowledge of numerical simulation is required in
order to assess the results correctly. Care must be taken especially
regarding the simplifications of the model with respect to the real
setting and regarding the deviations of the human body model from
the real individual.

The conclusions drawn should clarify the legal issues and supply
the court with the expert information needed.

Case Description

Two real forensic cases were included in the current study, with
the first one having two considered scenarios.

Case 1—A 58-year-old man reported to have fallen into a 2.5-
m-deep cellar pit on an insufficiently secured building site when
walking his dog during night hours. He stated in evidence that he
‘‘unexpectedly took a step into an empty space,’’ landed on his
right foot and suffered a Weber type-B fracture of the ankle. There
were no other injuries whatsoever. The lawyers of the defendant
insisted that the injury cannot originate from the described event.
A forensic biomechanical expert was called in to assess whether
the isolated right ankle injury is in line with the description of the
accident. Based on the characteristic of the injury, the eversion
of the right foot was identified as the injury mechanism. The
MADYMO� model of the pit consisting of several planes is shown
in Fig. 1. Please note that the staircase was modeled as a simple
plane (the slant face of the pit). It would have been possible to
model the individual steps, but only the general shape of the pit
was of importance in the forensic analysis.

Case 2—A 25-year-old female person fell out of a window
located 13.8 m above the ground and suffered lethal injuries. The
investigators pointed out a discrepancy between the testimony of
the only eye witness of the fall and the findings at the scene. The

FIG. 1—The multibody model of the pit. For a better overview, the front
plane is displayed translucent.
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eye witness, who was together with the victim in the room during
the incident, stated in evidence that the (drunken) victim stood in
the open window, lost balance, tried to catch on the window frame
and ⁄or the window sill but failed to hold and slipped downward. In
contrast to the expectations of the investigators, the body was not
found close to the base of the house, the horizontal distance
between the house wall and the body lying parallel to the house
wall was as long as 2.0—2.8 m (the body was found by persons
who reported somewhat different body locations; the victim was
moved immediately as the first aid was provided). Another
witness—a person living one storey below the victim—reported to
have heard an impact on her window sill (the sheet metal was
found slightly deformed), so the falling body might have interacted
with this structure. In Fig. 2, the geometry of the relevant structures
in the corresponding MADYMO� model is shown. Please note that
redundant geometrical elements were used for the definition of the
geometry of the house. This was done in order to ensure that the
contacts between the nodes of the human model body surface and
the other geometries work well. From the upper window, only the
window sill was modeled and another ellipsoid was used to mark
the height of the window. In Fig. 2, it is apparent that the window
sills (in each floor of the house) overreach the contour of the house
wall by c. 4 cm.

The question to answer by a forensic biomechanics expert was
whether the evidence can be brought in accordance with the testi-
mony of the eye witness (who was suspected of a homicide). The
autopsy report stated that the injuries including subarachnoidal
hemorrhage, clavicle, sternum, and left humerus fracture, multiple
rib fractures, comminuted fracture of the 11th thoracic vertebra,
rupture of the intervertebral disc between the 10th and 11th tho-
racic vertebrae, lung and heart contusion were consistent with land-
ing on the back slightly rotated to the left. No injuries inconsistent
with a fall from height were reported (signs of sharp violence,
throttling, gunshot wounds etc.). At the time of the fall, the victim
had a blood alcohol content of 1.76 g ⁄ kg.

Numerical Simulation

The MADYMO package was used to perform the simulation
together with the MADYMO human body models—in the first
case, the multibody pedestrian model the geometry of which con-
sists of 64 ellipsoids and 2 planes, and in the second case, the mul-
tibody occupant model with the outer surface described by about
2000 triangular elements defined as a null material (facet surface)

connecting c. 1000 nodes. Table 1 shows the basic anthropometric
characteristics of the victims and of the used human models; as
both models represented the average human man, their basic body
parameters are the same.

Based on the measurements and findings on the scene, models
of relevant surrounding structures were created using multibody
technique and simple geometrical shapes—ellipsoids, cylinders, and
planes. As the structures interacting with the human body were
very unyielding (concrete or paved surfaces, walls etc.), they were
modeled as rigid, and the contact calculation was driven by the
characteristics of the softer human body. In all simulations, the
gravity was modeled as an acceleration field in the vertical (z)
direction of )9.81 ⁄ ms2. Air resistance was neglected because of
low expected movement velocities of the human body.

Results

Case 1

The injured person submitted a description of the accident, and
all the relevant parameters of the surrounding structures were mea-
sured and incorporated into a simulation model. In the pilot simula-
tion, the degrees of freedom of the individual segments of the
model were deliberately chosen in a way that a support phase on
the left foot during gait was imitated. The left foot was on the
ground and the right foot was located 5 cm in front of the verge of
the pit (i.e., the distance of the last support of the stance leg from
the verge of the pit was 45 cm). The human body model was ori-
ented along the long axis of the pit and its horizontal velocity was
set at 1.0 ⁄ms—an estimation of these parameters based on the
statement of the injured. In the next step, the input parameters that
were not exactly known, i.e., the ones derived from the description
of the injured person—the orientation of the model, the location of
the last support relative to the verge of the pit and the gait veloc-
ity—were subjected to variation within the range of possible val-
ues. The orientation of the body was also considered as deviating
20� in each direction from the long axis of the pit. In all simula-
tions, it was assumed that the person walked forward perpendicular

FIG. 2—The multibody model of the house wall and the ground. The ellipsoids representing window sills are colored black.

TABLE 1—Anthropometric characteristics of the victims and of the used
human models.

Case 1 Case 2 Model

Body mass (kg) 77 68 76
Body height (m) 1.70 1.76 1.74
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to the coronal plane of the body and the initial velocity of the cen-
ter of gravity was defined in this direction. Two locations of the
last support of the stance leg were considered )30 cm and 45 cm
from the verge of the pit. The gait velocity was also considered in
two levels )0.2 ⁄ ms representing ‘‘slow’’ and 1.0 ⁄ms representing
‘‘normal’’ gait (the velocity was described as ‘‘not high’’). The sim-
ulation matrix contained 3 · 2 · 2 = 12 simulation runs.

All simulation results predicted similar model kinematics with a
head impact; two examples are shown in Fig. 3. The location of
the head impact varied, but there was no simulation run indicating
the possibility of suffering isolated leg injury.

Please note that the simulation results cannot be interpreted as a
reliable prediction of head injuries. The human body model is pas-
sive, real human beings would most probably protect the head
instinctively with the arms and thus upper extremity injuries should
be expected (exclusively or in addition to head injuries) although
they are not predicted by the numerical model.

Based on the numerical simulation, it was stated in evidence that
the description of the accident was not plausible from the

biomechanical point of view and the described accident could not
explain the diagnosed isolated ankle fracture.

In the course of the trial, the plaintiff changed his testimony and
offered a new description of the kinematics—he was allegedly
walking backwards perpendicular to the long axis of the pit. In
order to verify this version, a new series of simulations was per-
formed. The same parameters were subjected to variation as in the
previous analysis; the step length and the gait velocity were low-
ered to account for backward locomotion. The kinematics of the
human body model was substantially different and as shown in
Fig. 4, in one of the simulation runs the kinematics predicting an
isolated injury of the right ankle was obtained. Please note that the
injury prediction is based on the kinematics of the body, i.e., on
the fact that the model lands on the right foot and shows a clear
tendency toward an eversion and, at the same time, no impacts sug-
gesting possible injuries to other body regions were detected. A
quantitative analysis of the acting forces was not performed—it
was obvious that after a fall from c. 2.5 m, the impact force can
exceed the tolerance of the ankle bones ⁄ ligaments.

FIG. 3—The human body model kinematics—screenshots from two simulation runs. Left higher initial velocity and greater distance between the last support
and the verge of the pit.
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Case 2

The testimony of the accused contained only a very general
description of the body position of the victim during the first phase
of the fall after the loss of balance (the presumed loss of balance
was allegedly not seen by him). The only detail clearly remem-
bered was the attempt to hold onto the window frame; the last
body part to be seen was one arm sliding over the window sill.
The number of uncertain parameters was very high and they would
have had to be subjected to a very fine variation of steps within
their ranges of possible values, because even a small difference in
the initial state could be because of many possible interactions
between the body and the house structures leading to a substantially
different kinematics of the falling body. A complete simulation
matrix would have contained a huge number of simulation runs
that would make the computation as well as the evaluation infeasi-
ble within an acceptable time span. For this reason, an iterative
process was used with the pilot simulation representing a deliber-
ately chosen parameter selection as a starting point. Based on the
results, the initial parameters that were believed to be most relevant
were varied in several levels (the parameters as well as the number
of their levels were different in each iterative step). The most
promising simulations in terms of conformity between the kinemat-
ics of the model and the evidence were further modified until a
reasonable level of agreement was achieved. Figure 5 shows
screenshots from a simulation run (designated Version 1) that
reflects all relevant features of the accident, i.e., the initial kinemat-
ics is in agreement with the description of the accused, the human
body model lands on its back in accordance with the autopsy find-
ings, and the model hits the ground at a distance from the house
(represented by the X-component of the linear displacement of the
pelvis, see Fig. 8) that lies within the range specified by the

witnesses who found the body. Screenshots from another simulation
are provided in Fig. 6. A slight change of the initial body position
with respect to the previously described simulation (the body was
rotated in the frontal plane and the position of the left arm was
adjusted accordingly so that it touches the window sill) lead
through different contact interactions to a different human body
model kinematics during the flight phase. However, the results are
also in agreement with the evidence and Version 2 must thus be
regarded as another possible reconstruction of the event. The differ-
ences in the kinematics are demonstrated in Figs. 7 and 8 showing
the vertical (Z-) component of the linear velocity of the head and
the pelvis and the horizontal (X-) distance of these body segments
travelled during the fall, respectively. Whereas in Version 1, the
feet of the human model interact with the window sill of the lower
apartment, in Version 2 the model shows a contact with the but-
tocks that leads to a vertical velocity peak of the pelvis observable
in Fig. 7. As no evidence was found that would help to ascertain
what body part hit the window sill both versions should be treated
equally. The biomechanical analysis by means of numerical simula-
tion proved that a fall kinematics consistent with the description of
the accused as well as with the final body position reported by the
witnesses can be the result of a fall with zero initial horizontal
velocity, i.e., of an accidental fall.

A total number of 173 simulation runs was performed during the
analysis of this case.

In the simulation, the occupant facet model was chosen because
a complex interaction between various structures of the house was
expected and the body surface is modeled in a more detailed fash-
ion than in the pedestrian model. The model worked well except
for the final part of the simulation; because of extremely high
emerging forces during the landing of the model instabilities
occurred in many individual runs.

FIG. 4—The kinematics of the human body predicting isolated injury of the right ankle (screenshots arranged left to right, top to bottom).
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FIG. 5—Screenshots from a simulation run consistent with the evidence—Version 1.

FIG. 6—Screenshots from a simulation run consistent with the evidence—Version 2.

FIG. 7—The vertical (Z-) component of the linear velocity of the head
and the pelvis for both versions of the fall.

FIG. 8—The horizontal (X-) component of the linear displacement of the
head and the pelvis in both versions of the fall (measured from the begin-
ning of the simulation).
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Discussion

In both the presented cases, numerical simulation was used to
verify the descriptions of the fall. In case 1, the description was
detailed, the number of uncertain parameters limited, and the kine-
matics in all simulation runs rather simple in terms of interactions
between the human body and its surroundings and similar to each
other within both parts of the study. The kinematics in case 2 was
characterized by many ramifications depending on the interaction
between the human body and the house structures. The number of
uncertain parameters was so high and the ranges of their possible
values so wide that a comprehensive analysis of all potential ver-
sions of the fall would not have been feasible. If a simulation con-
forming to the evidence had not been found, it could not have
been interpreted as a refutation of the statement of the accused,
because all possibilities were not taken into account. In contrast, by
finding a simulation conforming both to the physical evidence and
the statement of the accused, his version cannot be regarded as
confirmed—there is still a possibility that the victim was pushed
from the window, and the final position of the body and the inju-
ries were generated in a different way. The numerical simulation
only showed that (in contrast to the statement of the plaintiff) the
evidence does not necessarily contradict an accidental fall as
described by the accused. Apart from that, through the evaluation
of multiple simulation runs of the same fall with only minor differ-
ences in the initial conditions, the range of possible kinematics
became apparent.

In unwitnessed falls, the reconstruction is based solely on the
physical evidence found on the scene. The crucial question whether
the fall was the result of a suicidal action, a self-inflicted accident,
or if other persons were involved can be unambiguously answered
by means of a biomechanical analysis only under certain circum-
stances. Numerical simulation with human models can help to
ascertain whether all the evidence can be explained as a result of a
suicidal jump or an accident. The existence of such a solution—
found in an iterative process starting at deliberately chosen initial
conditions with following parameter variation—does not automati-
cally exclude an intervention of another person (i.e., a homicide).
For example, a low initial horizontal velocity necessary for the
model to reach the known body impact location on the ground
might be the result of an active step as well as of a push through
another person. Only after a thorough analysis of all the (biome-
chanical as well as nonbiomechanical) evidence, the event could be
classified as a suicidal jump, an accident, or an assault.

Especially in falls with little evidence regarding the human body
movements (in an extreme case, only the landing position of the
body can be reconstructed based on the suffered injuries), more
than one plausible version of the same fall can be found.

As documented by the two real world examples, numerical simu-
lation using human body models does not constitute a reconstruc-
tion method on its own. On the contrary, computational methods
can be meaningfully used only after as many biomechanical aspects
of the incident are known as possible. The classic biomechanical
reconstruction of falls, i.e., determination of the body orientation at
the time of impact from suffered injuries and the process of work-
ing backwards from the final position to the starting position utiliz-
ing physical evidence, cannot be replaced by numerical simulation.
The results of the ‘‘conventional’’ biomechanical reconstructions are
treated as a reference and new insights are obtained through the
comparison between the numerical simulation results and the
observed or assessed biomechanical features of the incident.

If information regarding the initiation of the fall is available (the
description of involved persons or witnesses etc.), numerical

simulation can produce the resulting motion and the biomechanical
plausibility of the statements can be verified.

Although visualization capabilities of numerical simulation allow
very realistic display of the results, they must always be treated as
what they are—not a reality but its simplified model. Thus, it is
necessary to explain the deviations from reality and their potential
influence on the outcomes.

The model should be representative of the individual person of
interest. Currently, most of the models including the MADYMO�

family are available in discrete sizes corresponding to the popula-
tion average as used in the automotive industry (the anthropome-
try of the 5th percentile woman, 50th percentile man, 95th
percentile man etc.). Individuals substantially different from the
average body composition—especially very lean or adipose per-
sons—do not have adequate representations. Various scaling tools
and methods are being developed so this problem will likely be
overcome to a certain degree in the foreseeable future. The ulti-
mate forensic investigation tool—a detailed numerical model of
the studied individual with all its particularities—is not feasible
because apart from anthropometrical measurements, it would
require extensive testing of the subject including loading beyond
its biomechanical tolerance. On the other hand, it is worth men-
tioning that some legal problems relate to whole populations and
the use of an ‘‘average’’ human body is preferred over character-
istics of one subject that might deviate from most of other indi-
viduals in the population; an example of such a problem is the
analysis of hazards and potential injury risks involved in particular
situations.

It was already mentioned that the implementation of muscle
activity in the models in a physiological manner, i.e., the usage of
computational models of muscle activation and contraction dynam-
ics, would be based solely on estimates and thus obviously not
objective. However, the simulation packages offer many possibili-
ties how to imitate specific effects of muscle activity. A hand grip
on a certain object (window sill, branch of a tree etc.) can be imi-
tated by using a restraint (spring and damper) between the palm of
the hand and the structure, the stance can be imitated by (temporar-
ily) locking some of the lower extremity joints degrees of freedom,
an active jump can be imitated by introducing corresponding initial
velocity of the center of gravity of the human body and the corre-
sponding definition of the initial degrees of freedom of joints etc.
However, care must be taken so that the simulation reflects reality.
In many cases, it is advisable to perform the simulation with a pas-
sive model and assess the potential effects of muscle activity on
the observed results; an example hereof is the injury prediction in
case 1—based on the simulation only, head injuries were predicted;
taking muscle activity into account, also upper extremity injuries
can be expected.

Even in the first steps toward the usage of numerical simulation
in forensic analyses of falls with a very simple 2D model, repre-
senting only the kinematics of a chain of a small number of rigid
bodies with no impact properties (12), it was already demonstrated
that computational models can facilitate forensic biomechanical
analysis of falls. From problems of forensic nature, the first situa-
tions to be studied with advanced numerical human body models
developed primarily for automotive safety were obviously traffic
accidents (13). Recently, MADYMO� human body models were
successfully used in reconstructions of falls (14); based on numeri-
cal simulation of well-documented falls, the kinematics as well as
the impact on the ground were reconstructed, and head injury anal-
ysis was performed.

As individual organs ⁄ tissues are not represented in the multibody
models, no detailed mechanisms of injury can be analyzed. The
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injury prediction is thus limited to the assessment of the model
kinematics and interactions with other systems. For a detailed anal-
ysis of individual injuries, the body segment of interest could be
replaced by its detailed version (this is possible in MADYMO�

because detailed finite element models of the head ⁄neck and the
lower and upper extremities are available for some of the models)
or the impact of interest could be simulated again by using the
kinematical information from multibody simulation (i.e., the impact
direction, velocity etc.) and a detailed model of the particular body
part. An example of such analysis that goes beyond a typical foren-
sic biomechanical reconstruction of a fall from height is demon-
strated in (15).

The use of numerical simulation in forensic biomechanical anal-
yses is obviously associated with costs that fall basically into two
main categories. Although the license cost of the software and the
human body models is still high at the moment, and forensic simu-
lations are therefore performed almost exclusively in high-priority
cases (train and airplane crashes etc.), decrease in licence fees can
be assumed because of ongoing progress and competition in this
rapidly developing field. The time costs relate both to the additional
work needed for the preparation and evaluation of the simulation
and to the computational time. The former depends to a high
degree on the skills and experience of the expert and should not
exceed several hours if simple multibody systems are generated
(more time consuming might be the measurement and assess-
ment ⁄validation of the material properties and possible initial con-
ditions to be used). The latter depends on the used model and
computer (or cluster). The human body models used in this study
proved to be very efficient—single simulation runs on a single
Dual-XEON-Server (2 · 2800 MHz) took no more than 30 min for
the simulation time of 1 sec. For more demanding simulations, par-
allel processing can be used.

There are of course general limitations of numerical simulation
in the reconstruction of falls from height. With increasing fall
height, the predictability of the kinematics and thus the meaningful-
ness of the usage of a numerical simulation decrease (also, air
resistance would need to be implemented in the model). The same
holds for a high number of interactions between the human body
and the surrounding structures at the beginning and during the fall
(fall on a staircase with multiple rolling etc.). However, in such
scenarios, numerical simulation could effectively help to define the
range of possible kinematical responses. A very challenging task
would represent a numerical simulation of impact with fluid bodies.
Because of the immense intricacy and time cost of such simulation,
it would be advisable to simulate the fall kinematics only up to the
point of impact.

In falls from severe heights, impact forces acting on the body
during the impact on the ground can easily exceed the range for
which the model was validated. Gross destruction of segments
(head crush etc.) cannot be reproduced by the current models.
Thus, very high energy impacts are presumably more elastic in the
model than in real humans; this should be accounted for in the
interpretation of the results. It must be noted that it is possible to
modify the models according to the specific needs of the investiga-
tor. Thus, having the knowledge of the human body response to
extreme loading, the appropriate loading curve (plus hysteresis,
damping etc.) could easily be implemented.

Obviously, numerical simulation using human body models con-
stitutes only a small part in the investigation puzzle aimed at the
biomechanical aspects of the event. A complete forensic analysis is
multidimensional and requires the cooperation of experts from vari-
ous fields.

Conclusions

The numerical simulation with the MADYMO� human models
proved to be a useful tool in forensic biomechanical analyses of falls
from height. The primary advantages of the method are its objectiv-
ity, quantitative character of the analysis, and powerful visualization
capabilities enabling insight even for biomechanical laymen.

The simulation results must be interpreted with great caution; the
main sources of potential errors are the model simplifications, devi-
ations from the individual’s anthropometry, lack of muscle activity
of the numerical model, and potentially erroneous initial conditions
of the simulation.

The costs—both monetary in terms of licenses for simulation
software and human body models and temporal in terms of time
necessary for the pre- and postprocessing as well as computational
time—are currently hampering wider use of this method in forensic
day-to-day business. However, with the ongoing progress in numer-
ical simulation especially in the field of human body kinematics
and impact modeling, an increase in the employment of this
method can be expected in the future.
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Application of Postmortem 3D-CT Facial
Reconstruction for Personal Identification*

ABSTRACT: Postmortem computed tomography (CT) images can show internal findings related to the cause of death, and it can be a useful
method for forensic diagnosis. In this study, we scanned a ready-made box by helical CT on 2-mm slices in a mobile CT scanner and measured each
side of the box to assess whether reconstructed images are useful for superimposition. The mean difference between the actual measurements and the
measurements on the three-dimensional (3D) reconstructed images (3D-CT images) is 0.9 mm; we regarded it as having no effect on reconstruction
for the superimposition method. Furthermore, we could get 3D-CT images of the skull, which were consistent with the actual skull, indicating that
CT images can be applied to superimposition for identification. This study suggested that postmortem CT images can be applied as superimpositions
for unidentified cases, and thinner slices or cone beam CT can be a more precise tool.

KEYWORDS: forensic science, forensic diagnosis, postmortem images, computed tomography, three-dimensional reconstruction,
superimposition

Postmortem computed tomography (CT) imaging is a useful
method for forensic diagnosis, and it is now being introduced in
the field of forensic medicine rapidly. In Japan, as the infrastruc-
ture for the investigation into the cause of death is insufficient,
CT is expected to be a screening test for cadavers, which must
be subjected to medico-legal autopsy. We examine whether CT
can be useful as a screening test and how it should be used in
our system. Our CT scanner is in a van, which has been used as
a medical examination car for almost 20 years. Recently, we have
been using CT for all cases, which are subjected to forensic
autopsies. With postmortem CT imaging, we can obtain informa-
tion on the pneumothorax, pleural effusion, ascites, cardiac tamp-
onades, gunshot wounds, and so on before an autopsy; it can
support the diagnosis of the cause of death (1). In the case of an
unidentified body, the superimposition method has been used as a
part of personal identification (2). In the superimposition method,
a skeletonized skull is compared to an antemortem picture of the
victim, and the thickness of soft tissues or the anatomic structure
is analyzed. The precision of three-dimensional (3D) reconstructed
images is important for the superimposition method. In this study,
we examined whether 3D-CT images obtained by a CT scanner

can be applied to the superimposition method using a ready-made
box and a skeletonized skull. We assessed the precision of the
CT scanner by a statistical comparison of the difference between
the actual measurements and the measurements on the 3D-CT
images. Furthermore, 3D reconstructed images of a drowned
body, a burned body, and a mummified body that had soft tissue
on the skull were also examined.

Materials and Methods

Mobile CT Scanner

We used a mobile CT scanner in a van (CT-W950SR: 1990;
Hitachi Medico, Tokyo, Japan). It was a single helical CT system.
All subjects were scanned on 2-mm slices, 140 mA, 120 kV,
2.0 sec, revealing data sets of the neck. To confirm the precision of
3D-CT images using CT-W950SR, we compared the actual mea-
surements of a ready-made box with measurements of 3D recon-
structed images.

Precision of 3D-CT Images

First, a ready-made box (79.6 cm wide, 87.1 cm deep, and
115.3 cm high) was measured with a caliper. Then, the box was
scanned in four directions, and we measured each side by taking
3D-CT images with the 3D measuring function of Virtualplace
Fuujin (AZE, Tokyo, Japan). Three sides of each direction were
measured twice by three examiners. To evaluate the extent of error
between the actual measurements and the measurements of 3D
reconstructed images on the screen, these data were tested using
The Data Analysis and Graphing Workspace software Origin 6.0
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(Origin Lab, Northampton, MA). Also, the between-examiner varia-
tion was tested with one-way analysis of variance (ANOVA) (3).

Cases

The four cadavers that were brought to Department of Legal
Medicine, Graduate School of Medicine, Chiba University for
forensic examination were scanned before forensic autopsy—a
body with a skeletonized skull, a drowned body, a burned body,
and a mummified body.

• A body with a skeletonized skull that was found by the police
in a house had been dead for 1–6 months, and the soft tissue
had not adhered to the skull.

• A drowned body floating in a river was found by someone
walking along the riverside. It had been dead for 1–6 months,
and highly putrefactive soft tissue was still adhering to the face.

• A burned body that was found at the scene of a fire had been
dead for a couple of weeks or months; the soft tissue was car-
bonized and indurated.

• A mummified body that was found by a neighbor in a house
had been dead for 2–4 months; the soft tissue was dehydrated,
indurated, and partially parched.

These crania were set in a supine position and scanned with the
CT scanner on 2-mm slices, 140 mA, 120 kV, and 2.0 sec. Then,
DICOM data from CT images were imported from Vol-Rugle
(Medic Engineering, Kyoto, Japan), and these images were changed
to the form of field data and constructed into 3D polygon data
using MicroAVS (KGT, Tokyo, Japan) and Virtualplace Lexus
(AZE). The 3D images were superimposed on the skull or ante-
mortem pictures of the victim, and we analyzed replication of the
hard tissue.

Results

Evaluation of the Extent of Error

From the results of the statistics, the mean measurements of the
box on the 3D reconstructed images are 78.78 mm in width,
86.20 mm in depth, and 114.40 mm in height. Standard errors are
0.187 in width, 0.223 in depth, and 0.236 in height. The differences
between the actual measurements and the measurements of the 3D
reconstructed images are c. 0.9 mm on every side (Table 1). The
test using one-way ANOVA that confirms whether there are signif-
icant differences between examiners resulted in ‘‘the means are
NOT significantly different’’ (Table 2).

Reconstruction of CT Images

In the case of the skeletonized skull, a scalariform artifact was
seen because of the 2-mm-thick slices in the 3D-CT images, but
the anatomic structure was replicated (Fig. 1). The average differ-
ence at 10 landmarks (the minimum width of the forehead, the
maximum width of the forehead, the distance between the nasion

to the edge of the maxilla, the width of the zygomatic arch, the dis-
tance between the left orbit to the right orbit, the height of the
orbit, the width of the orbit, and the nasal height) of a skull
between the actual measurements and 3D reconstructed images was
1.25 cm.

Superimposing and comparing the 3D images with the actual
skull, it was considered that the 3D images were substantially con-
sistent with the actual skull except the occipital region, which was
deleted for trimming the fixation apparatus of the skull from the
faded image (Fig. 2; [4]). In the vertical wiped image at midline,
the 3D images and the actual skull seem to be consistent at the
parietal region and frontonasal suture (Fig. 3). At the maximum
width of the orbit, the 3D images and actual skull seem to be con-
sistent at the supraorbital and infraorbital margins. In the horizontal
wiped image at the maximum zygomatic diameter, the 3D images
and actual skull seem to be consistent at the lateral margin of the
anterior nasal aperture; and at the middle of the orbit, the 3D

TABLE 1—Differences between the actual measurements and the measurements of 3D reconstructed images.

AM Mean Difference SD SE Min Max Range Sum N

Width 79.6 78.78 0.82 0.895 0.187 78.0 79.2 1.2 1890.7 24
Depth 87.1 86.20 0.90 1.068 0.223 85.1 86.9 1.8 2068.0 24
Height 115.3 114.40 0.90 1.130 0.236 112.8 115.4 2.6 2745.7 24

AM, actual measurement.

TABLE 2—Differences of measurements between examiners.

Mean Variance

X Y Z X Y Z

Examiner 1 78.89 86.35 114.55 0.15 0.22 0.37
Examiner 2 78.71 86.01 114.50 0.12 0.32 0.43
Examiner 3 78.74 86.14 114.16 0.15 0.32 0.73

FIG. 1—3D reconstructed image of the skull. The scalariform was seen
because of the slice thickness in the 3D-CT images; however, the anatomic
structure was replicated.
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images and the macerated skull were consistent at the nasomaxil-
lary suture and orbital margin. The 3D-CT images and the ante-
mortem picture of the victim were superimposed and compared. In

the vertical wiped image at the maximum width of the orbit, it
seems that the eyebrow was located on the supraorbital margin,
and the palpebral fissure that links the angulus oculi medialis and
argulus oculi lateralis was located on the height under 1 ⁄3 of the
orbit. In the horizontal wiped image above the palpebral fissure,
the angulus oculi medialis was located on the interior to
inferomedial margin of the orbit, and the argulus oculi lateralis was
located on the lateral margin of the orbit (Fig. 4a). In the horizontal
wiped image at the maximum width of the lateral margin of the
anterior nasal aperture, the ala of the nose could be seen at the exte-
rior of the lateral margin of the anterior nasal aperture. In the faded
image of the 3D image and the antemortem picture of the victim,
the thickness of the soft tissue was measured at the zygomatic
diameter, at the distance between the angulus oculi medialis and
inferomedial margin of the orbit, at the distance between the argu-
lus oculi lateralis and lateral margin of the orbit, at the distance
between the subnasal and extremitas inferior of the anterior nasal
aperture, and at the distance between the ala of the nose and lateral
margin of the anterior nasal aperture (Fig. 4b; [5,6]). In this study,
these data were not used for practical personal identification using
the superimposition method, considering that the data of the thick-
ness of the soft tissue of the Japanese cranial part were old, and
the number of subjects was too few to ignore dispersion of the
data. However, with this study, we could confirm that CT images
can be applied to the superimposition method or to measuring the
thickness of the soft tissue for data collection (7,8). As for the
drowned body with highly putrefactive soft tissue, the scalp from
the front to the parietal was defective, and there was a prosthetic
appliance from the left canine tooth to the right second molar tooth
of the lower jaw. In the 3D-CT images, there was a radial artifact
because of the metal of the prosthetic appliance but it did not affect
the representation of the bone (Fig. 5). In regard to the burned
body, which had deep burns at the cranial part, there was no metal
artifact because of the edentulous jaw, and the bones were recon-
structed completely as a squamous suture appeared clearly (Fig. 6).
As for the mummified body in the 3D-CT images, a coronal suture
and lambdoid suture were reconstructed rather well (Fig. 7; [9,10]).

Discussion

Concerning the results of the box measurements, it was scanned
2-mm slices, and the spatial resolution was FOV ⁄ 512 pixels, so
there would be a 0.49 mm error ⁄pixel if FOV was 250 mm. How-
ever, in this study, the difference between the actual box measure-
ments and the measurements of the 3D reconstructed images is
about 0.9 mm. Therefore, we regarded these results as having no
effect on the 3D reconstruction of the craniofacial part or the super-
imposition method for identification (11,12).

Although it has been about 20 years since our mobile CT was
made, and each image thickness was 2 mm, we could reconstruct
3D-CT images of bone that were consistent with the actual skull.
Consequently, it was confirmed that a 3D-CT scan can reproduce
the bone structure of the head or face well. Therefore, 3D-CT
images can be applied to the superimposition method as a tool for
personal identification (13,14). In superimposing and comparing the
3D-CT images of the skeletonized skull with the antemortem picture
of the victim, there was compatibility in the results of the thickness
of the soft tissue. In this case, the victim was finally identified by
DNA testing using a toothbrush and fingernail that remained near
the body. The superimposition method was practically not used for
identification because more data that can sustain the accuracy of the
superimposition method using CT should be collected further. Also,
computing software, which can set up a suitable position of the

FIG. 3—Wiped image of the 3D-CT images and the actual skull. In the
vertical wiped image at midline, the 3D-CT images and the actual skull
seem to be consistent at the parietal region and frontonasal suture.

FIG. 2—Faded image of the 3D-CT images and the actual skull. It is
considered that the 3D-CT images were substantially consistent with the
actual skull.
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inferior maxilla for the superimposition method, has yet to be devel-
oped. In the presented case, the position of the inferior maxilla was
ignored because of instability due to the deficiency of teeth therein.
However, measurements of the distance between points in the infe-
rior maxilla are necessary to apply 3D-CT to the superimposition
method, and it is necessary to reconstruct the contour from the fore-
head to the mental region, which is good for identification in the
case of an edentulous jaw or unknown articulation. The CT scan has
made it possible to reconstruct bone structure, which indicates that
3D-CT images can be applied for personal identification by the
superimposition method in the case of a drowned body, burned
body, and mummified body, the bones of which so far had to be
bleached for the purpose of the superimposition method. Collecting
data from 3D-CT images is far easier than the conventional way of
bleaching, and the images can be saved in the computer for a long

time while the bones are subjected to smashing to pieces for the pur-
pose of DNA analysis (15).

In the case of the burned body and mummified body, there was
the possibility that accentuation of impermeability would affect the
scanning of hard tissues. In the process from combustio erythema-
tosa to charring, the soft tissues gradually contract and sclerose.
Also, in the process of mummification, the soft tissues dehydrate
and sclerose. So the density of the CT images became higher in
comparison with usual ones. The influence on the reconstruction of
the hard tissues relative to the degree of carbonization or mummifi-
cation must be considered (16,17). In this study, we got good
results from 2-mm slices. Now multislice CT has been innovated
to take slices 0.5 mm in thickness, and improvement in partial vol-
ume effects can produce more information about hard tissue like
bone. Also, cone beam CT used in clinics can produce slices down

FIG. 4—Superimposition of 3D-CT images and the antemortem picture of the victim: (a) the horizontal wiped image above the palpebral fissure, and (b)
the faded image.

(a) (b)

FIG. 5—The case of the drowned body: (a) 3D-CT image, and (b) the picture in forensic autopsy.
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to 0.1–0.2 mm, and detailed measurement points can be analyzed
by superimposition. Compared with multislice CT, cone beam CT
can reduce metal artifacts, so it can reconstruct images of the roots
of teeth, coronal restoration and caries, which are important for per-
sonal identification from the point of view of dentists (18). Post-
mortem CT images should be utilized with superimposition for
unidentified cases.
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CASE REPORT

ODONTOLOGY

Susumu Ohtani,1 Ph.D. and Toshiharu Yamamoto,2 Ph.D.

Age Estimation by Amino Acid Racemization
in Human Teeth

ABSTRACT: When an unidentified body is found, it is essential to establish the personal identity of the body in addition to investigating the
cause of death. Identification is one of the most important functions of forensic dentistry. Fingerprint, dental, and DNA analysis can be used to accu-
rately identify a body. However, if no information is available for identification, age estimation can contribute to the resolution of a case. The authors
have been using aspartic acid racemization rates in dentin (D-aspartic acid ⁄ L-aspartic acid: D ⁄ L Asp) as an index for age estimation and have
obtained satisfactory results. We report five cases of age estimation using the racemization method. In all five cases, estimated ages were accurate
within a range €3 years. We conclude that the racemization method is a reliable and practical method for estimating age.

KEYWORDS: forensic science, age estimation, teeth, racemization, D-amino acid, dentin

In many cases, age estimation of an unidentified body is deter-
mined by morphological changes such as the eruption stage of pri-
mary and permanent teeth, level of attrition and abrasion, and
palatal and cranial sutures. However, because of the large estima-
tion range of these methods, the results are not always accurate. In
1975, it was found that there was a high correlation (r = 0.921)
between racemization rates in enamel and actual age (1), and that
aspartic acid (Asp) has the most rapid racemization reaction speed
of all the amino acids. In 1976, it was observed that this correlation
(r = 0.979) is higher in crown dentin (2) than in enamel. The
authors (3,4) have extensively studied the amino acid racemization
method, examining different areas in the dentin, and have applied
this method to actual age estimation. However, few reports exist in
the literature about this topic (5). Therefore, we present five cases
in which the amino acid racemization technique was used for
actual age estimation.

Materials and Methods

Figure 1 illustrates the procedures for analyzing dentin amino
acids from the hydrolysis of samples to the sample injection in a
gas chromatograph (GC-17A; Shimazu, Kyoto, Japan). Teeth with
no dentinal dental caries that were extracted because of periodontal
disease were used for testing. Dentin was sectioned either labiolin-
gually (incisors and canines) or buccolingually (premolars and
molars) using a low-speed cross-section saw (Isomet, Buchler Co.
Ltd, Lake Bluff, IL) to fabricate longitudinal sections c. 1 mm
thick (Fig. 2). Dentin only was collected from the sectioned sam-
ples. The sections were then ultrasonically washed sequentially with
0.2 M hydrochloric acid, distilled water (three times), ethanol, and
ether for 5 min each. The dentin sections were powdered and

mixed together with an agate mortar, and then 5–10 mg dentin
powder was collected for testing (6).

Separation of D, L-amino Acids

One of the most important points in this study was achieving
clear separation of D, L-amino acids and setting the conditions to
make a sharp peak in the chromatogram. After isolating N-trifluo-
roacetyl (TFA)-isopropyl ester from the amino acid sample, a capil-
lary column (15 m in length, 0.3 mm in inner diameter), an
optically active stationary phase coated with L-t-Leu-L-a-naftil eth-
ylamide-polysiloxan, was fabricated to obtain racemization rates
(7).

Figure 3 represents a gas chromatogram of the amino acids in
dentin. Actual examinations require detection of amino acids in a
short period of time. In cases of Asp detection only, the result was
obtained in only 4 min. Racemization rates were calculated by con-
verting to {1n[(1+D ⁄L) ⁄ (1)D ⁄ L)]}.

Summary of Cases

Case 1

A female skeletonized body was found in a dry riverbed covered
with daylilies. Because this was a possible homicide and the indi-
vidual responsible had hidden the body, it was vital to identify the
victim. The estimated age was calculated to be between 15 and
25 years from methods obtained by autopsy. The dental acid race-
mization technique estimated her age to be 21 € 3 years. After
10 days of investigation, it was determined that the victim was an
18-year-old woman whose house was only 300 m from where the
body was found (Table 1).

Case 2

An adipocere female body covered by a blue plastic sheet was
found in the ground at a residential development site. The
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estimated age was between 30 and 40 years as determined by the
autopsy. The estimated age by racemization was 39 € 3 years.
After 9 days, the body was identified as a 41-year-old woman who
managed a hotel.

Case 3

An adult skeletonized female body covered by concrete was
found in a cedar forest. The evidence suggested that a hole had
been dug, the body placed inside, and concrete poured on top, con-
firming the likelihood that the victim had been murdered and the
body abandoned. The estimated age determined by autopsy was 20
to 30 years. The estimated age determined by racemization was
19 € 3 years. Information obtained from the body such as height

and blood type was similar to a missing person (known as S), aged
21 years, whose dental chart and radiographs matched the body.
The body was therefore positively identified as S.

Case 4

A naked female body covered with fallen leaves was found on
the slope of a path through a forest. The estimated age determined
by autopsy was between 35 and 45 years. Racemization analysis
produced an estimate of 57 € 3 years. After 5 days, a man
reported that the body could be that of his missing wife, aged
55 years. Dental information then confirmed that the body was his
wife.

Case 5

A naked decomposed female body bound hand and foot with
ropes was found floating in the sea attached to a lead diving belt.

FIG. 3—Gas chromatogram of N-trifluoroacetyl isopropyl esters of
amino acids in dentin. Column temperature, 110�C, 1 min hold, and then
programmed to 190�C at 2�C ⁄ min; injection temperature, 240�C; carrier
gas, helium; split ratio, 40:1.

FIG. 1—Our standard procedures for measuring D ⁄ L ratios.

FIG. 2—Sites used for determining the aspartic acid D ⁄ L ratio in dentin.
(a) The block bars indicate cutting lines; (b) the cut face of the mandibular
central incisor.
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The body had been stabbed more than 10 times with a knife in the
chest and abdomen. It was believed that the body had been moved
from the murder site and dumped into the sea from a cliff. The
estimated age determined by autopsy was 45 to 60 years. The esti-
mated age by racemization analysis was 67 € 3 years. The body
was later identified as a 66-year-old woman from dental findings
and blood type.

Discussion

Dentin is used for age estimation using racemization. To obtain
an accurate age, more than four control teeth of the same type from
individuals of known age are required. This is the same procedure
used with DNA fingerprinting when examining a subject with a
control (size marker). Age estimation equations (linear equations by
the least square method) are obtained using racemization rates from

the control teeth, and the age is estimated by substituting the race-
mization rates into that equation each time.

After fabrication of longitudinal tooth sections, the entire sec-
tioned dentin parts are completely powdered and mixed to collect
5–10 mg of powder (as little as 2–3 mg may be sufficient). Single-
rooted teeth such as mandibular incisors or mandibular premolars
are ideal for this technique as they have a relatively small volume,
making it easy to collect the entire dentin sample. In addition, the
process of racemization is almost completely halted by death,
because of the rapid decrease in body temperature. Therefore, an
estimated age at the time of death can generally be obtained from
bodies 10 years or more after death. Age estimates can be accu-
rately obtained from burned bodies if the surface color phases of
the teeth are the same as live teeth (8).

This method is extremely reliable in comparison with conven-
tional age estimation methods, and it has been suggested that the

TABLE 1—Five cases of age estimation from teeth using amino acid racemization.

Materials Investigated Actual Age ln[(1+D ⁄ L) ⁄ (1)D ⁄ L)] Age Calculation Formula
Age Estimated

from Teeth

Case Report 1 (18 years of age)
A Mandibular lateral incisor (right) 40 0.1598 Y = 231.38X)2.21 r = 0.996 n = 5 39

Mandibular lateral incisor (left) 50 0.2136 51
Mandibular lateral incisor (right) 58 0.2406 57
Mandibular lateral incisor (right) 63 0.2618 62
Mandibular lateral incisor (right) 67 0.2780 66

B Mandibular lateral incisor (left) ? 0.0818 21
Mandibular lateral incisor (right) ? 0.0814 21

Case Report 2 (41 years of age)
A Mandibular first premolar (right) 17 0.0502 Y = 680.81X)18.49 r = 0.994 n = 5 15

Mandibular first premolar (left) 47 0.1008 50
Mandibular first premolar (right) 61 0.1156 60
Mandibular first premolar (left) 67 0.1284 68
Mandibular first premolar (right) 78 0.1374 75

B Mandibular first premolar (left) ? 0.0858 39
Mandibular first premolar (right) ? 0.0852 39

Case Report 3 (21 years of age)
A Mandibular central incisor (right) 31 0.0784 Y = 832.57X)33.29 r = 0.998 n = 5 31

Mandibular central incisor (left) 41 0.0876 39
Mandibular central incisor (left) 52 0.1032 52
Mandibular central incisor (right) 69 0.1100 58
Mandibular central incisor (left) 67 0.1210 67

B Mandibular central incisor (left) ? 0.0630 19
Mandibular central incisor (right) ? 0.0634 19

Case Report 4 (55 years of age)
A Mandibular lateral incisor (right) 39 0.0772 Y = 815.00X)22.44 r = 0.986 n = 6 40

Mandibular lateral incisor (left) 48 0.0844 46
Mandibular lateral incisor (right) 52 0.0922 52
Mandibular lateral incisor (right) 54 0.0928 53
Mandibular lateral incisor (right) 57 0.0964 56
Mandibular lateral incisor (left) 61 0.1038 62

B Mandibular lateral incisor (right) ? 0.0976 57
Case Report 5 (66 years of age)

A Mandibular first premolar (left) 31 0.0744 Y = 806.40X)29.96 r = 0.995 n = 6 30
Mandibular first premolar (left) 42 0.0910 43
Mandibular first premolar (left) 45 0.0930 45
Mandibular first premolar (left) 50 0.1008 51
Mandibular first premolar (right) 55 0.1038 54
Mandibular first premolar (right) 63 0.1146 63

B Mandibular first premolar (left) ? 0.1228 69
Mandibular first premolar (right) ? 0.1210 68

A Mandibular second premolar (right) 36 0.0760 Y = 733.07X)21.30 r = 0.992 n = 5 34
Mandibular second premolar (right) 42 0.0874 43
Mandibular second premolar (left) 46 0.0942 48
Mandibular second premolar (left) 52 0.1002 52
Mandibular second premolar (right) 65 0.1162 64

B Mandibular second premolar (left) ? 0.1186 66
Mandibular second premolar (right) ? 0.1176 65

A, Teeth used for standards; B, cases; Y, age; X, ln[(1+D ⁄ L) ⁄ (1)D ⁄ L)]; r, coefficient of correlation.

1632 JOURNAL OF FORENSIC SCIENCES



method be adopted as an international standard (9). However,
except for the authors, almost no researchers are applying this
method in Japan. Possible reasons for the lack of popularity of this
method include: (i) several control teeth of known age are required;
(ii) it is difficult to fabricate a column that will achieve excellent
separation; and (iii) it is difficult to separate the dentin from the
other components of teeth. Currently, the authors are trying to fab-
ricate a capillary column that is able to completely and clearly sep-
arate D-Asp and L-Asp in a short period of time for accurate and
simple testing (7). We hope this method will become widely used
for age estimation of unidentified bodies.
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CASE REPORT

ODONTOLOGY; ANTHROPOLOGY

Emilio Nuzzolese,1 D.D.S., Ph.D. and Matteo Borrini,2 M.S.

Forensic Approach to an Archaeological
Casework of ‘‘Vampire’’ Skeletal Remains in
Venice: Odontological and Anthropological
Prospectus*

ABSTRACT: During the years 2006–2007, the Archeological Superintendent of Veneto (Italy) promoted a research project on mass graves
located on Nuovo Lazzaretto in Venice, where the corpses of plague deaths were buried during the 16th and 17th centuries. The burials were of dif-
ferent stages and are believed to be the remains of plague victims from the numerous outbreaks of pestilence, which occurred between the 15th and
17th centuries. Among the fragmented and commingled human bones, an unusual burial was found. The body was laid supine, with the top half of
the thorax intact, arms parallel to the rachis axis, the articulations were anatomically unaltered. Both the skull morphology and the dimensions of the
caput omeris suggest the body was a woman. A brick of moderate size was found inside the oral cavity, keeping the mandible wide open. The data
collected by the anthropologist were used to generate a taphonomic profile, which precluded the positioning of the brick being accidental. Likewise,
the probability of the brick having come from the surrounding burial sediment was rejected, as the only other inclusions found were bone fragments
from previous burials in the same area. The data collected by the odontologist were employed for age estimation and radiological dental assessment.
The forensic profile was based conceptually on the ‘‘circumstances of death’’ and concluded that the positioning of the brick was intentional, and
attributed to a symbolic burial ritual. This ritual confirms the intimate belief held at those times, between the plague and the mythological character
of the vampire.

KEYWORDS: forensic science, forensic odontology, forensic anthropology, forensic radiology, vampirism, forensic archaeology

Paleopathological examination of skeletal remains of suspected
‘‘vampires’’ coming from ancient sites may shed light on reasons
for a vampire folk belief and for the ways in which these corpses
were treated in terms of burial rites. To this end, taphonomy plays
an important role here (1,2).

Belief in the vampire myth is widespread throughout the world.
Greece has a long tradition of vampires. Examples of the Greek
‘‘undead’’ date back to the ancient world with creatures, such as
Efialtae, Striges, Lamiae, Empoussai, Epopidae, Yello, and Mormo.
In Homer’s Odyssey, it is clearly stated that the dead like drinking
blood (3). There also existed special festivals in the honor of the
dead, the Anthesteria and in Roman times, the Lemuria. In Byzan-
tium, Slavic influence, in conjunction with the precepts of the
Greek Orthodox Church, form the legend of a Greek vampire spe-
cies called ‘‘Vrykolakas,’’ the Slavic word for werewolf. The word
became directly associated with vampires out of the belief that all
werewolves would be vampires after death (3,4). The presence of
vampires also exists in medieval Greek texts, novels, manuscripts,
ecclesiastical laws, exorcisms, and folk songs (5). Forensic pathol-
ogy proposes that most, if not all, of the beliefs surrounding the
‘‘vampire’’ can be explained in terms of folk misconceptions based
on the processes of decomposition of the cadaver after death.

Finally, in the clinical–pathological record, conditions producing
symptoms that are similar to vampiric attributes include rabies,
anthrax, photosensitivity, and serious psychological disorders (5–8).
Against the popular misconception that nails and hair keep growing
after death, it is a consequence of a back shrinkage of the skin.
Also swelling, which sometimes is extreme, is the main reason
why the cadaver is pinned, tied, or weighed down in its grave, and
the ‘‘vampire’’ corpse is often killed by piercing. The revenant can-
not cross the water because, as a result of extreme swelling, the
body will emerge and float (1).

Background

During the years 2006–2007, the Archeological Superintendent
of Veneto (Italy) promoted research project on mass graves located
on Nuovo Lazzaretto in Venice, where the corpses of plague deaths
were buried during the 16th and 17th centuries.

The project was part of a summer work camp by Archeoclub
(Venice Section) and was carried out with sponsorship of the Inter-
national Centre of Archaeological Research (CIRA) and the Radix
Project ‘‘Venetian archaeological sites to be saved,’’ with the assis-
tance of La Spezia Archaeological Group (G.A.SP.)

The excavation area is located in a cemetery site positioned
around an ancient wall built after a health and quarantine decree of
the Republic Senate dated July 8, 1468 meaning to establish a bul-
wark against epidemics.

At the excavation site, the recovery stage was performed apply-
ing traditional archaeological techniques along with modern
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forensic archaeology ⁄ anthropology protocols in order to improve
accuracy and data collection.

Two stratigraphic macro-units were discovered: one unit con-
tained mixed disjointed skeletal remains with ancient postmortem
fragmentation and sharp ⁄ blunt breaks; the other unit contained
human remains of primary deposition, generally showing no post-
burial disturbance.

The stratigraphic data and the finding of devotional medals
coined on the 1600 Jubilee allowed pinpointing of the intact bodies
to the 17th century plague. Those corpses were buried by digging
into previous graves that may be dated to the previous Venetian
plague in 1576.

Archaeological and Anthropological Considerations

The taphonomic evaluation allowed the reconstruction of the var-
ious decomposition phases of each corpse as well as the under-
standing of the stratigraphical seriation because of piling of bodies
during burial and its relevance to shrouds, cloths used to wrap a
body for burial. Sharp ⁄ blunt breaks on the bones can be explained
by the work of gravediggers with their spades. Within these two
macro-stratigraphic units (16th and 17th centuries), we can also
spot different phases of body depositions, with postburial distur-
bances and intersection of skeletons.

Among the burials that have been studied using this approach,
there is a body that appears as particularly interesting: the skeleton
is preserved from half the chest to the skull because it was cut at
the humeral diaphyses when later graves were dug (Fig. 1).

The individual (classified as number ID 6), currently still under
analysis, is at the moment identified as an adult woman by the gen-
eral skull morphology and caput humeris size (9). The skeleton
was interred supine in a simple burial pit (covered space), with her
arms parallel to the rachis axis; the anatomical relationships
between bones are well preserved, all joints persist in an anatomi-
cal order except for a slight verticalization of the left clavicle
because of a wall effect produced by a shroud (which also caused
small slumping and splaying of ribs).

The distinctiveness of the ID 6 grave is that a moderate-size
piece of brick is inside the oral cavity, keeping the mandible wide

open while still articulated in the glenoid cavity (Figs 2 and 3). A
thanatological and taphonomic profile rules out postmortem dis-
placement of bones (10) and a subsequent collapse of the object
inside the oral cavity. Also, it is highly unlikely that pieces of
bricks were part of the sediments that were used to fill the burial,
because the only ‘‘substantial’’ elements in the soil are bone frag-
ments related to more ancient depositions, destroyed by the contin-
uous activities in the graveyard.

As the insertion of the brick into the dead woman’s mouth must
be considered intentional, this practice probably had such a sym-
bolic and ritual value, that the sextons working in the graveyard
during the plague handled the corpse that way, despite the danger
of infection.

FIG. 1—Brick found in the oral cavity.

(a)

(b)

FIG. 2—(a) The skull as it appeared in the excavation site with brick
repositioned in the oral cavity. (b) Lateral view.
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Odontological Study

The material was analyzed macroscopically before and after the
sediment removal (Fig. 3) in the Museum of Prehistory in Florence,
where the remains and skull are temporarily stored. Found teeth
were repositioned finding the right alveolus. The macroscopic anal-
ysis revealed almost complete arches, no dental treatments, a high
degree of abrasion of occlusal surfaces, lack of enamel hypoplastic
defects, and inferior incisors lost postmortem. Both arches under-
went digital photographs and periapical radiological imaging using
Nomad X-Ray portable device (Aribex Inc., Orem, UT) and Radio-
videography sensor (Trophy, Vincennes, France) connected to a
computer, with 0.05-sec exposure time and 68 Kv (Fig. 4). Dental
wear, which is widely used in anthropology, could not be a reliable
method for age estimation. Age assessment method proposed by
Cameriere et al. was employed (11–13). This method uses the
apposition of secondary dentine that is proven to be reliable,
regardless of the historical period of the specimen, and particularly
suitable for adults individuals. The canines periapical X-ray images
(Fig. 5) were employed together with Adobe Photoshop to determi-
nate the area of the pulp chamber of the canine and its entire area
thus applying the regression formulae to evaluate chronological age
as suggested by Cameriere et al. (11–13). Using this method, we
obtained an estimated age of 61 € 5 years.

The dental analysis revealed the individuals did not suffer any
sustained periods of childhood stress from malnutrition or disease.

Conclusion

We assume that during the digging of a hole in the ground for a
person who had just died of the plague, the gravediggers cut off
the ID 6 deposition. They noticed the shroud (its presence is sug-
gested by the verticalization of the clavicle) and a hole, which cor-
responded with the mouth. As the body appeared as quite intact,
they probably recognized in that body the so-called vampire,
responsible for plague by chewing her shroud. As a consequence,
they inserted a brick in her mouth. The sequence of those events

FIG. 4—Nomad X-ray portable device combined with a sensor connected
to a notebook, while examining the skull, stored in the Museum of Prehis-
tory in Florence.

(a)

(b)

FIG. 3—(a) Photographs of the oral cavity area: occlusal upper view. (b)
Occlusal lower view.

FIG. 5—Periapical X-ray image of upper right canine for Cameriere
et al’s. age estimation method.
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(time since death) can be deduced by the lack of alteration on the
skeleton joints, so that we can suppose that the gravediggers dealt
with the corpse when it was not disjointed yet. The insertion of the
brick into the mouth at the time of the primary deposition can be
ruled out because we have no reference, even folkloric, for such a
practice in that historical and cultural context.

It is not strange that superstitions concerning vampires were
widespread in the 16th to 17th centuries even in a ‘‘cosmopolitan’’
and evolved city like Venice. It is surprising, however, that this
exorcism ritual has been clearly recognized in an archaeological
context: the ID 6 grave could well be the first ‘‘vampire’’ burial
archaeologically attested and studied by a forensic odontological
and anthropological approach.

Final Remarks

Forensic science is a fast-evolving cluster of applied disciplines
that operate independently as well as interdisciplinarly. Fields like
anthropology and odontology develop and expand incorporating
new methods and theories. As a result, the boundaries between
forensic science disciplines become blurred allowing a multidisci-
plinary involvement and approach, especially when skulls are
involved.
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An Unusual Death Involving a Sensory
Deprivation Tank*

ABSTRACT: Deaths involving sensory deprivation tanks are very rare. We describe a unique case in which a previously healthy 50-year-old
woman apparently died while floating in a sensory deprivation tank at her residence. Autopsy failed to reveal definitive anatomical abnormalities
pointing to the cause of death. A thorough scene investigation, full medicolegal autopsy to include toxicological analyses, and a complete investiga-
tion into the equipment at the scene, were conducted. Blood toxicologic studies were significant for the presence of ethanol (0.27%) and a mixture of
over-the-counter sedating medications and prescription drugs. The cause of death was ruled as acute mixed drug and ethanol toxicity combined with
probable environmental hyperthermia; manner was accident. This case report will help the forensic community understand the intended use of flota-
tion tanks, as well as possible risks associated with improper use.
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Sensory deprivation tanks, also known as isolation tanks or flota-
tion baths, are lightless, soundproof chambers in which a subject
can float in a virtually stimulation-free environment. The flotation
tank consists of a small chamber filled with water only about 30-
cm (10 inches) deep, resembling a large garden tub with a metal
roof containing a single door for entry and exit. This environment
greatly reduces visual, auditory, and tactile stimulation. To reduce
skin sensation, subjects usually float nude and adjust the water tem-
perature to that of skin temperature (93–96�F). Magnesium sulfate
salts added to the water (c. 25% concentration) increase buoyancy
and allow the subject to float supine while keeping the face and
upper chest above the water. Some units possess a ring-shaped
heating coil underneath, which creates a subtle convection current
that, when heated, keeps the subject in the center of the pool and
minimizes contact with the sides of the chamber. Tanks may be
used at home or in flotation centers and spas, which offer use of a
flotation tank for a fee.

Here, we describe a unique death that occurred inside a sensory
deprivation tank. We include a discussion of the intended uses of
sensory deprivation and flotation therapy, as well as special consid-
erations for the scene investigation and when performing autopsy
in this type of death.

Case Report

A 50-year-old woman was found dead within the basement of
her residence, her body floating supine inside a closed sensory
deprivation tank (Fig. 1). The scene was secure, and there was no
evidence of foul play. The deceased was previously healthy and

had no significant medical history. The deceased reportedly drank
alcohol, sometimes mixing alcohol with both prescription and over-
the-counter medications. However, she did not use illicit drugs cur-
rently. According to family and friends, she had never mentioned
nor attempted suicide, although had been feeling increasingly
stressed. She was last known to be alive c. 2 days prior to being
found, after conversing by phone with a friend.

The deceased was found nude, floating supine in the tank with
the face and upper chest clearly above the surface of the water.
The depth of the water was c. 18 inches. Early to moderate decom-
position changes were noted, consisting of marbling and patchy
skin slippage that was more prominent over the submerged portions
of the body (Fig. 2). The door to the tank was working properly;
there were no abnormalities that would prevent one from exiting
the tank. The external pump filtration system was situated along-
side the tank (Fig. 3) and was still running when the body was
found. It should be noted that the deceased had reportedly never
used the flotation tank before, and likely was not familiar with the
appropriate use of the device.

A full medicolegal autopsy revealed the body of a normally
developed, normally nourished Caucasian woman with mild
decomposition changes as described previously. A thin film of dry,
white powdery material was seen over submerged portions of the
body consistent with submersion in water containing magnesium
salts. Petechiae over the face or mucosae were absent. The extremi-
ties showed marked pruning of the fingers and feet. On internal
examination, the organs were pale and somewhat firm and the
musculature was firm and pink–brown, consistent with exposure to
external heat. There was no hemorrhage or fracture in the neck.
The tongue was free of bite marks or other lesions. Diffuse hemo-
lytic staining was present on all endothelial and endocardial sur-
faces. Pulmonary emboli were absent, and the airways were clear
of significant debris or fluid. The heart weight was 400 g; signifi-
cant atherosclerotic stenosis or thrombosis were not present in the
coronary arteries. Both lungs were moderately heavy (right 750 g,
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left 610 g), with congestion and edema. Significant abnormalities
of the calvarium and brain (1370 g) were absent. Light microscopic
examination of hematoxylin and eosin-stained sections of all vital
organs was consistent with the observed state of decomposition and
otherwise noncontributory.

Toxicologic analyses of peripheral blood and urine were per-
formed. Doxylamine, an over-the-counter antihistamine sedative,
was detected in the blood at a level of 1.35 ug ⁄ mL. The over-the-
counter antihistamine diphenhydramine was detected in the blood
at 14 ng ⁄mL. For comparison, the peak blood level in healthy per-
sons after ingestion of a single oral therapeutic dose of 25 mg
doxylamine is 99 ug ⁄ L, and the peak blood level after oral inges-
tion of 50 mg of diphenhydramine is 66 ug ⁄L (1). A low level of
sertraline at 31 ng ⁄ mL was also detected in the blood using liquid–
liquid extraction and gas chromatography with mass spectrometry
(courtesy El Paso County Coroner’s Office Toxicology Lab, Colo-
rado Springs, CO). The blood ethanol level was 0.270%. Chemical
analysis of the vitreous revealed an elevated creatinine of
5.2 mg ⁄dL.

Discussion

Deaths involving sensory deprivation tanks are very rare. A thor-
ough literature search using PubMed and Ovid MEDLINE search
engines yielded no reported cases in the medical literature; how-
ever, one recent online news article describes the death of a 30-
year-old man in the United Kingdom who purportedly drowned
during a flotation session after ingestion of ketamine (2).

Different forms of sensory deprivation have been practiced
since the days of ancient Greece. The flotation tank was created
by neuropsychiatric researcher Dr. John C. Lilly in the 1950s, and
was used in his studies on human consciousness. In the mid-
1960s, a technique called flotation reduced environmental stimula-
tion therapy (REST) emerged as a methodology for investigation
into psychiatric and personality disorders. Recently, many stress
reduction or behavioral modification programs use flotation REST,
as reportedly this environment engenders optimism, euphoria, and
positive inner well-being that is conducive to enhanced learning
states and behavioral change (3–5). Flotation REST has been
increasingly employed as an alternative therapy for chronic medi-
cal conditions such as systemic hypertension, chronic headache,
joint and low back pain, chronic whiplash syndrome, ankylosing
spondylitis, and fibromyalgia (6–8). Controlled studies on the effi-
cacy of therapeutic flotation REST are very limited; a few small
controlled studies describe significant decreases in heart rate and
blood pressure both during and after flotation sessions (6,9) and
detectable electroencephalographic changes similar to dream
sequences (10,11).

It is important to note that the filtration system is not supposed
to be on during flotation sessions. Not only does the pump motor
tend to create unwanted noise, but the pump can reach very high
temperatures (up to 130�F) while running. The temperature of
water in the tank at the time of scene investigation was c. 20�F
higher than the usual target temperature. This close-coupled pump
has a built-in motor with the motor drive and the pump impeller
on the same shaft, and therefore the heat generated from the motor
can be transferred to the fluid within the tank. The temperature of
the water in the tank at the time of scene investigation was 116�F,
approximately 20 degrees higher than the set target temperature of
97�F. The thermostat of the water heater was found to be function-
ing properly as it consistently turned off as the water temperature

FIG. 3—Scene photo. The filtration pump and motor (left) were inadver-
tently left on while using the flotation tank, resulting in heat transfer from
the motor to the nearby tank (right).

FIG. 1—Scene photo. The body was floating supine in the flotation tank
and exhibited moderate decompositional changes, which are more promi-
nent in the submerged portions of the body.

FIG. 2—Scene photo. Close-up view of the body illustrating the face and
nose are above the level of the water.
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approached the high set point. However, there was no safety device
to shut the pump off if water temperatures elevated to an unsafe
level. Indeed, a test run of the unit demonstrated that the water
temperature in the tank could be significantly increased solely from
heat transfer from the motor, from 67.4� to 96.2�F, over 20-h time.
With an estimated postmortem interval of 24–36 h, the pump
motor alone would have been capable of raising the water tempera-
ture in the tank from the presumed temperature of 97�F during the
decedent’s session to the 116�F (change in temperature of 19�F),
when she was discovered.

A complete inspection of the equipment was performed by a cer-
tified electrician familiar with this type of motor and filtration sys-
tem and heated water tanks. The pump apparatus, filtration system,
and UV light were found to have no electrical hazard or abnormal
current.

Flotation tank deaths are similar in many regards to hot tub
deaths. Similar health hazards exist; for both types of deaths, one
must consider similar differential causes of death to include drown-
ing, electrocution, natural causes, and hyperthermia. However, the
buoyancy provided by the addition of magnesium sulfate salts in flo-
tation tanks greatly reduces the likelihood of drowning. The physio-
logic changes that occur with heat transfer during immersion in
warm water include increased peripheral vasodilation and perspira-
tion, effectively decreasing peripheral blood volume and increasing
blood viscosity. One author describes various electrocardiographic
abnormalities that may occur, and possibly increase risk for adverse
outcomes such as syncope or inherent arrhythmia, especially in
elderly individuals or individuals with preexisting cardiovascular dis-
ease (12). Furthermore, the use of alcohol, cocaine, or medications
that affect temperature-regulating mechanisms may exacerbate these
complications; therefore, toxicologic studies are imperative for these
types of deaths.

We suspect that as the decedent was not accustomed to using
this device, she likely did not know to turn the pump off during
use. It appears she fell asleep during her session and was hence-
forth unable to respond appropriately to the hyperthermic condi-
tions. The combination of ethanol and sleep-enhancing medications
of doxylamine and diphenhydramine were likely contributory in
this regard. One may hypothesize that these substances may have
even acted synergistically in blunting her response to the increased
temperature of the water.

As there are no specific diagnostic anatomical criteria for death
by hyperthermia (13), our conclusions were made after consider-
ation of the circumstances surrounding the death. Drowning is diffi-
cult to define based on anatomic findings. However, drowning
seemed unlikely in this case given the decedent’s nose and mouth
were clearly above water level and the lungs did not take on the
typical distended, heavy nature that is typically seen in drownings.
Furthermore, the airways and stomach were free of significant fluid
collection. Other possible natural causes of death to include
arrhythmia, myocardial infarction, and seizure were considered, but
also considered unlikely given this was a healthy woman with no
known prior medical conditions and no significant anatomical

findings at autopsy. Electrocution was also deemed unlikely given
there was no identifiable abnormal current in the device.

Although they are rare, deaths in flotation tanks can occur. It is
critical to perform a full medicolegal autopsy and complete toxico-
logical analyses in these types of cases. Moreover, scene investiga-
tion into sensory deprivation tank deaths calls for special
considerations and safety precautions to avoid injury to individuals
present during the investigation. And as for any equipment-related
death, it is critical that experts who are familiar with the equipment
inspect the unit in question for potential hazards such as electrical
short-circuiting or other functional defects. No such functional
defects were found in this case.

Ultimately, after assessing the circumstances surrounding the
death and the findings at the scene and autopsy, the cause of death
was determined as a result of complications of acute mixed drug
and alcohol toxicity combined with probable environmental hyper-
thermia. The manner was ruled as accident.

References

1. Baselt RC. Disposition of toxic drugs and chemicals in man, 8th edn.
Foster City, CA: Biomedical Publications, 2008;489–91, 520–2.

2. http://www.getreading.co.uk/news/s/2032922_floatation_tank_horror
(accessed June 28, 2009).

3. Cooper GD, Adams HB. Studies in REST, II. An overview of REST
technology. J Subst Abuse Treat 1988;5:69–75.

4. Adams HB. Studies in REST, III. REST, arousability, and the nature of
alcohol and substance abuse. J Subst Abuse Treat 1988;5:77–81.

5. Forgays DG. Flotation REST as a smoking intervention. Addict Behav
1987;12:85–90.

6. Bood SA, Sundequist U, Kjellgren A, Nordstrom G, Norlander T.
Effects of flotation-restricted environmental stimulation technique on
stress-related muscle pain: what makes the difference in therapy—
attention-placebo or the relaxation response? Pain Res Manag 2005;
10(4):201–9.

7. Hill S, Eckett MJH, Paterson C, Harkness EF. A pilot study to evaluate
the effects of floatation spa treatment on patients with osteoarthritis.
Complement Ther Med 1999;7:235–8.

8. Edebol H, Bood SA, Norlander T. Chronic whiplash-associated disorders
and their treatment using flotation-REST (Restricted Environmental
Stimulation Technique). Qual Health Res 2008;18(4):480–8.

9. Jacobs GD, Heilbronner RL, Stanley JM. The effects of short term flota-
tion rest on relaxation: a controlled study. Health Psychol 1984;3(2):99–
112.

10. Iwata K, Nakao M, Yamamoto M, Kimura M. Quantitative characteristic
of alpha and theta EEG sctivities during sensory deprivation. Psychiatry
Clin Neurosci 2001;55:191–2.

11. Jacobs GD, Benson H, Friedman R. Topographic EEG mapping of the
relaxation response. Biofeedback Self Regul 1996;21(2):121–9.

12. Press E. The health hazards of saunas and spas and how to minimize
them. Am J Public Health 1991;81(8):1034–7.

13. DiMaio VJ, DiMaio D. Forensic pathology, 2nd edn. New York, NY:
CRC Press LLC, 2001;425–6.

Additional information and reprint requests:
Meredith A. Lann, M.D.
Southwestern Institute of Forensic Sciences
5230 Southwestern Medical Avenue
Dallas, TX 75235
E-mail: malann@dallascounty.org

1640 JOURNAL OF FORENSIC SCIENCES



CASE REPORT

PATHOLOGY ⁄BIOLOGY

Lisa B.E. Shields,1 M.D.; Cristin M. Rolf,2 M.D.; Gregory J. Davis,2 M.D.;
and John C. Hunsaker III,2 M.D., J.D.

Sudden and Unexpected Death in Three
Cases of Ehlers-Danlos Syndrome Type IV*

ABSTRACT: Ehlers–Danlos syndrome (EDS) type IV is a connective tissue disorder characterized by the inability to produce sufficient amounts
of collagen or a defect in the structure of collagen. The most serious complications include a rupture of a viscus or vascular rupture with or without
mural dissection. Death may result from internal hemorrhage. This report describes three cases of sudden and unexpected death caused by EDS type
IV. Two cases involved hemothorax as a result of dissection of the subclavian artery and aorta, respectively. The third case represented spontaneous
pulmonary rupture and hemorrhage. A detailed family history should be sought, and additional specimens collected to confirm the diagnosis, includ-
ing skin fibroblasts for collagen testing and blood for DNA testing. The forensic pathologist should consider the possibility of EDS type IV upon
discovery of spontaneous visceral or arterial rupture and should alert the family members of this hereditary and potentially fatal condition.

KEYWORDS: forensic science, forensic pathology, Ehlers–Danlos syndrome, sudden death, connective tissue disorder, hereditary

The initial description of the triad of skin laxity and fragility as
well as joint hypermobility was published in Russia in 1892 (1).
This condition was subsequently reported by Ehlers and Danlos in
1901 and 1908, respectively, and the Ehlers–Danlos syndrome
(EDS) was formally introduced (2,3). This syndrome is a heteroge-
neous group of connective tissue disorders that have been classified
into 11 various subtypes with further simplification into six major
types (4,5). The spectrum of EDS encompasses a host of disorders
with various clinical features, modes of inheritance, biochemical
defects, and prognostic implications. However, overlapping signs
and symptoms may prevent an individual from being assigned to a
distinct type (4–7). The reported incidence has ranged from one in
5000 births to one in every 20,000 births (5,8).

EDS type IV, the vascular type, is marked by the following
four clinical characteristics: (i) easy bruising ⁄ hematomas, (ii) thin
skin with visible veins, (iii) distinctive facial features, and (iv)
rupture of the vessels and ⁄ or viscera (4,8,9). While representing
only 4% of the EDS cases, type IV poses the risk of premature
death from spontaneous arterial, intestinal, or uterine rupture and
may not be diagnosed until postmortem examination (6,8,10).
Approximately 25% of patients with the vascular type experienced
the first complication by the age of 20, while 80% of patients
had at least one complication by the age of 40 (10). The median
survival is 48 years (10). The vascular type is inherited in an

autosomal dominant manner; however, several reports have
described autosomal recessive transmission (8,11). Furthermore,
the incidence of neomutations is likely to the degree that sporadic
cases represent half of reported cases (8). In addition, as with
other heritable connective tissue diseases, there is a large degree
of variability among members of the same family carrying the
same mutation (5).

We report three cases of sudden and unexpected death caused
by EDS type IV. Each case was diagnosed postmortem. Two dece-
dents underwent postmortem DNA molecular studies revealing the
abnormalities in type III collagen, while the third decedent was
diagnosed on a clinicopathologic basis. We will highlight the clas-
sic features and recognized risk of visceral and vascular rupture
associated with EDS type IV and will describe the diagnostic tech-
niques utilized in confirming this disorder.

Case 1

Case History

A 33-year-old white female was admitted in asystole to the
emergency department (ED) after awaking suddenly during the
night and stated that she ‘‘was passing out.’’ Despite advanced
cardiac life support protocol, she was unable to be resuscitated.
She had been admitted to the hospital 8 days prior to her death
with complaints of headache, photophobia, and gastrointestinal
symptoms, including nausea, vomiting, and abdominal pain.
Upper gastrointestinal endoscopy revealed gastritis and chronic
enteritis of the duodenum, and colonoscopy was grossly signifi-
cant for a small cluster of dark red polyps clinically suspicious
for either juvenile polyps or hamartoma. Laboratory studies dem-
onstrated a microcytic hypochromic anemia. She underwent two
blood transfusions. There was no family history of adverse vas-
cular events.
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Autopsy Findings

The decedent was a well-nourished asthenic woman appearing
older than her offered age of 33. She measured 4 feet 11 inches
and weighed 92 pounds. External appearance demonstrated thin
and transparent skin of the trunk and extremities, which afforded
easy visual recognition of the subcutaneous vasculature (Fig. 1).
Internal findings included unusual friability of the vasculature, soft
tissues, and viscera. With traction, the aorta tore into ring-like seg-
ments. There was a dissection of the left subclavian artery with
adventitial hemorrhage; the false, intramural channel extended from
its origin at the aorta to 10 cm distal in the upper arm (Fig. 2). A
left hemothorax of 1050 mL and visceral pallor were noted. There
was a rupture of the wall of the middle colic and inferior mesen-
teric arteries supplying the transverse colon with endoluminal
thrombosis and segmental early necrosis of the colon. Microscopi-
cal evaluation revealed a dissection of the outer third of the muscle
wall of the left subclavian artery and the left renal artery. The
decedent’s skin tore upon restoration of the body following autopsy,
and the embalmers reported severe friability of the vasculature and
difficulty in the intravascular embalming procedure.

DNA Molecular Studies

Samples of the lung, skin, and kidney were obtained during
autopsy. Fibroblast cultures were grown at the Cytogenetics Labo-
ratory, University of Kentucky, Lexington, KY. The cultures were
subsequently submitted to the Collagen Diagnostic Laboratory, Uni-
versity of Washington, Seattle, WA. Electrophoretic mobilities of
the collagen produced by cultured fibroblasts revealed diminished
type III procollagen and intracellular storage of abnormal type III
procollagen. cDNA responsible for encoding pro alpha 1(III) chains
of the type III procollagen was synthesized from RNA isolated
from the patient’s fibroblast culture. The DNA molecular studies
identified a mutation in one allele of the COL3A1 gene, specifi-
cally, the second nucleotide of intron 14 (IVS14 + 2T->A).

The cause of death was left hemothorax by dissection with rup-
ture of the left subclavian artery owing to EDS type IV.

Case 2

Case History

A 14-year-old white boy presented to the ED with the sudden
onset of back and abdominal pain of 1-h duration. On the day of
his death, he had been playing basketball and preparing for a fam-
ily trip. During the examination at the ED, the patient emitted a
‘‘large scream ⁄ yell’’ and suddenly collapsed. Following the col-
lapse, he was apneic and pulseless. The victim had a negative med-
ical history except for a physician’s appointment for the flu 3 years
earlier.

Autopsy Finding

The decedent was a well-nourished, well-developed boy, who
was 5 feet 2 inches tall and weighed 137 pounds. The skin was of
normal turgor with small subepidermal vessels apparent on the
upper chest and around the eyelids. He had mild musculature atro-
phy of the lower legs as well as healed, surgically repaired correc-
tions of the lower legs and feet for congenital talipes calcaneus
deformities.

The internal organs including the aorta, liver, kidneys, heart, and
spleen were extremely soft and friable, and there was pallor of the
viscera (Fig. 3). The aorta broke into multiple rings upon traction,
and paraesophageal hemorrhage was seen. Stanford type B aortic
dissection (12) was evident and encompassed the outer third mus-
cular layer of the ascending and descending aorta and origins of
the three major branches arising from the arch (Fig. 4). In addition
to multiple ring-like intimal tears of the descending aorta, there
was a rupture of the ascending aorta into the pericardial sac
(100 mL) and right pleural space (1700 mL). Blood also dissected
underneath the entire right parietal pleura and a portion of the left
parietal pleura.

DNA Molecular Studies

Tissues of lung, kidney, and skin were collected during autopsy.
Fibroblast cultures were grown at the Cytogenetics Laboratory,
University of Kentucky, Lexington, KY and were subsequently
submitted for a collagen diagnostic evaluation at the Collagen
Diagnostic Laboratory, University of Washington, Seattle, WA.
The amount of type III procollagen secreted by the cells was signif-
icantly diminished, and there was an intracellular storage of abnor-
mal type III procollagen. The decrease in synthesis and increase in
intracellular storage reflect a structural defect in the pro alpha 1(III)
chains of the type III procollagen encoded by one allele (G184V)

FIG. 1—Thin and transparent skin of the trunk revealing the subcutan-
eous vasculature (Case 1).

FIG. 2—Left subclavian artery with intramural dissection and separation
of the walls (Case 1).
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of the COL3A1 gene. Thus, the biochemical studies were consis-
tent with the clinical diagnosis of the vascular form of EDS type
IV.

The cause of death was right hemothorax and hemopericardium
resulting from aortic dissection (Stanford type B) and rupture
caused by EDS type IV.

Case 3

Case History

A 19-year-old white man was found dead in his bed in the
morning by his father. The victim had spoken with his father the
previous night and had been in ‘‘good spirits.’’ The decedent had
recently complained of severe headaches, including one the night
prior to death. There was no known drug or alcohol abuse and no
reported history of medications. The victim had been clinically
diagnosed with von Willebrand disease 1 year prior to death per
Coroner’s report. Interviews with the victim’s family indicated that

he was ‘‘very double-jointed and able to contort himself.’’ In addi-
tion, he had a history of umbilical and bilateral inguinal hernias as
well as easy bruisability.

Autopsy Findings

The decedent was a normally developed and adequately nour-
ished man with a height of 5 feet 11 inches and a weight of
168 pounds. The entirety of the soft tissues and viscera exhibited
moderate-marked softening without stigmata of decomposition.
Examination and palpation of the spine, ribs, shoulder girdle, and
pelvis revealed marked looseness and hypermobility of the cos-
tovertebral joints and sharp anterior angulation of the posterior
aspect of ribs 2–6 bilaterally. Sections of the right posterior ribs
revealed them to be narrow with posterior bony protuberances up
to 0.2 inches in greatest diameter. There was evidence of a pleu-
ral ⁄ parenchymal tear of the posterior aspect of the lower lobe of
the right lung measuring 4 inches vertical up to 2 inches deep
(Fig. 5). Approximately 1600 mL of clotted and nonclotted blood
was collected within the smooth right pleural space. The victim did
not undergo collagen diagnostic studies for confirmation of EDS.

The cause of death—based on the clinicopathologic diagnosis—
was right hemothorax caused by pulmonary rupture sustained as
the result of EDS.

Family Investigation

Following the victim’s death, further investigation was conducted
involving his family members. The decedent’s father did not have
either a history or clinical findings to suggest that he may have a
connective tissue disorder. However, the victim’s mother’s history
and physical examination were suggestive of a connective tissue
disorder. She underwent fibroblast collagen studies, which were
submitted to the Collagen Diagnostic Laboratory, University of
Washington, Seattle, WA. Biochemical genetic analysis did not
detect any abnormality with type I and type III procollagen.

Discussion

Several studies in the literature have discussed the lethal nature
of EDS type IV, specifically, as a result of rupture of arteries,
uterus, or intestines (6,10). Arterial rupture accounts for the major-
ity of the deaths, while fatalities involving the colon are less

FIG. 5—Pleural ⁄ parenchymal tear of the posterior aspect of the lower
lobe of the right lung measuring 4 inches vertical up to 2 inches deep
(arrows) (Case 3).

FIG. 3—Excessive friability of the wall of the thoracoabdominal aorta
with evidence of a paraaortic hematoma (Case 2).

FIG. 4—A photomicrograph of a Stanford type B aortic dissection. The
aorta demonstrates a dissection of its outer third layer. Red blood cells are
seen dividing the layers in a wedge-like fashion (Case 2).
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common (8,10). Pregnancy represents a significant risk for women
with EDS type IV because of uterine or vascular rupture, com-
monly encountered in the peripartum period or within 2 weeks after
delivery (8,10). In light of a maternal mortality rate of approxi-
mately 12% (10,13), an early cesarean section is recommended to
decrease the risk during labor (14).

In Pepin et al.’s (10) landmark study of 220 patients with EDS
type IV and their 199 affected relatives, most of the deaths were
caused by arterial dissection or rupture. Of the 103 deaths caused
by arterial rupture, 78 involved a thoracic or abdominal vessel and
nine were caused by hemorrhage of the central nervous system; the
artery was not specified in 16 cases. Thirteen individuals died as a
result of organ rupture, as follows: uterus, five cases; heart, three
cases; and liver or spleen, five cases. Bowel rupture and sepsis rep-
resented 8% of all deaths (10 cases of gastrointestinal rupture).

Sudden death caused by a rupture of an artery or organ attributed
to EDS type IV has been discussed in several studies. Prahlow and
Wagner (15) reported three cases of EDS type IV diagnosed post-
mortem. One case was determined to be spontaneous vascular
laceration because of connective tissue disease with various abnor-
malities noted during exploratory surgery prior to death, including
a partially detached spleen with associated hemorrhage as well as
lacerations of the renal artery and aorta. Prahlow and Wagner (15)
utilized the term ‘‘laceration’’ in this case, which was initiated by
the mechanical trauma of cross-clamping the aorta. Another case
involved hemoperitoneum (2500 mL) associated with abdominal
aortic dissection and rupture, and the third case was ruled as left
iliac artery rupture in a woman in the 35th week of pregnancy.
Fibroblast culture, which was performed in two cases, confirmed
EDS type IV.

Wimmer et al. (16) reported the case of a 15-year-old boy who
had not been diagnosed with EDS type IV until autopsy. His cause
of death was caused by rupture of the right subclavian artery and
right vertebral artery as well as ‘‘laceration’’ of the right brachio-
cephalic vein. A right paraclavicular hematoma amounting to 3 L
of clotted blood extended to the neck, face, and chest, and a rup-
tured, dissecting aneurysm of the transverse aortic arch was also
noted. Gilchrist and Duflou reported the case of a 30-year-old man
who died because of cardiac tamponade from myocardial rupture
complicating transmural myocardial infarction (17). The decedent
had been previously diagnosed with EDS type IV, which, they
hypothesized, may have played a role in his coronary atherosclero-
sis and subsequent myocardial rupture. Additional cases of vascular
EDS determined postmortem include brainstem infarction with
hemorrhage resulting from basilar artery thrombosis (18), subarach-
noid hemorrhage in a 5-month-old infant (19), and splenic rupture
(20,21).

The definitive diagnosis of EDS type IV is made by culturing
skin fibroblasts to assess abnormalities of type III procollagen or
by identifying a mutation in the gene for type III procollagen
(COL3A1) (7,10,21). This analysis identifies >95% of individuals
with a defect of type III collagen, by detecting either the quantita-
tive (reduced amounts of collagen type III) or qualitative (structur-
ally abnormal type III collagen) defects (22). Type III collagen is
found predominantly in the skin, blood vessels, and the bowel wall
(21), accounting for the pathology noted in these bodily areas in
individuals with EDS type IV. There are no diagnostic hematologic,
serum chemistry, immunologic, or microscopic pathologic findings
(6,21). Histology and electron microscopy may demonstrate the
findings of arterial wall thinning, decreased collagen content, and
distorted collagen fibril structure (10). To elucidate further the path-
ogenesis of vascular lesions associated with vascular-type EDS,
Boutouyrie et al. (23) conducted a study from a biomechanical

approach. They determined that an abnormally low intima-media
thickness caused a higher wall stress in an elastic artery (such as
the common carotid) in patients with the EDS type IV compared
with controls and opined the relative medial attenuation is likely to
increase the risk of arterial dissection and rupture (23).

The facial features commonly associated with the vascular-type
EDS appear in various patterns and may include the following:
slenderness, prominent bones and eyes, sunken cheeks, periorbital
pigmentation with telangiectasias on the eyelids, and thin lips (8).
While hyperextensibility of the skin and hypermobility of the joints
are not commonly encountered in patients with this condition, thin
and translucent skin with visible underlying vasculature is often
noted (8,21). The incidence of congenital hip dysplasia, congenital
clubfoot, and inguinal hernias is higher in individuals with EDS
type IV than the general population (10,22,24).

The first two cases in this study involved arterial rupture. The
cause of death of Case #1 was dissection of the left subclavian
artery resulting in a left hemothorax of 1050 mL. Furthermore, the
aorta tore into ring-like pieces with traction. In the second case,
right hemothorax and hemopericardium were noted with rupture of
aortic dissection (Stanford type B). There were multiple ring-like
intimal tears of the descending aorta and rupture of the aorta into
the pericardial sac (100 mL) and right pleural space (1700 mL).
Both of these individuals underwent skin fibroblast collagen studies
to confirm the postmortem diagnosis of EDS type IV. Soft and fria-
ble internal organs as well as thin and transparent skin revealing
the subcutaneous vasculature were noted during the autopsies.
Other findings associated with EDS type IV demonstrated in these
cases included the tearing of the skin upon restoration of the body
after autopsy and friability of the vasculature during the embalming
procedure in Case #1, and a history of congenital talipes calcaneus
deformities of the lower legs and feet with remote surgical correc-
tions in Case #2.

Medical procedures, such as arteriography and endoscopy, should
be avoided in individuals with EDS type IV (8). Arteriography has
been associated with a 67% risk of complications, including hema-
tomas, thrombosis, persistent bleeding, and death (25). The victim
in Case #1 underwent antemortem endoscopy and colonoscopy
prior to death that revealed the extent of her gastric and colonic
pathology. As she was not diagnosed with EDS type IV until post-
mortem, the physicians who evaluated her in the hospital 8 days
prior to her death unknowingly performed invasive tests that are
contraindicated in an individual with her condition.

There is a high likelihood of excessive bruising and a tendency
to form hematomas in EDS type IV owing to the fragility of capil-
laries and perivascular connective tissues (6,22). However, these
features are not specific to vascular EDS, as they are often encoun-
tered in many disorders of coagulation and ⁄or platelets, including
hemophilia A and B, von Willebrand disease, and all subtypes
of EDS (22). Furthermore, several characteristics of osteogenesis
imperfecta mimic EDS type IV, including thin skin, joint laxity,
susceptibility to sustaining fractures, fragile large blood vessels, and
various cardiac abnormalities, such as aortic regurgitation (5). The
victim in Case #3 had been clinically diagnosed with von Wille-
brand disease 1 year prior to his death per Coroner’s report, per-
haps owing to his history of easy bruisability. However, his history
of facile contortions coupled with inguinal hernias and the findings
demonstrated at autopsy, specifically, a pulmonary rupture in asso-
ciation with softening of the soft tissues and viscera as well as
hypermobility of the joints and ribs suggest that he may have had
EDS type IV misdiagnosed as von Willebrand disease.

Furthermore, to our knowledge, Case #3 represents the first
reported case in the literature of sudden death caused by pulmonary
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rupture in probable EDS type IV. The rupture of the lung was not
artifact as it was observed upon opening of the chest cavity. We
hypothesize that a pulmonary arterial branch (i) ruptured spontane-
ously, (ii) leaked blood, (iii) formed a progressively and rapidly
expanding intraparynchmal hematoma that mechanically disrupted
the normal pulmonary interstitium, sustentacular tissues, and vis-
ceral pleura, and (iv) resulted in a pulmonary tear with a large he-
mothorax. Massive tissue destruction disallowed confirmation by
microscopy.

Rupture of the lung has seldom been described in the literature
(24,26). Yost et al. (26) reported a case of a 27-year-old man with
an initial clinical presentation of spontaneous onset of hemiparesis.
He underwent a thoracotomy with a left lower lobectomy for mas-
sive focal hemoptysis, with friable lung parenchyma noted during
surgery. The victim was subsequently diagnosed with EDS type IV
through skin collagen testing. Following a 6-year duration of hem-
optysis and paralysis, he was found unresponsive at home. The
autopsy demonstrated friability of the fibroconnective tissue and
aorta as well as a massive hemorrhage of the right lung and left
upper lobe with tracheal aspiration. Pulmonary microscopic findings
revealed marked acute diffuse alveolar hemorrhage, pulmonary ca-
pillaritis, hemosiderosis, and focal osseous metaplasia.

Conclusion

EDS type IV, the vascular type, represents a heritable connective
tissue disorder marked by type III procollagen abnormalities caused
by a mutation of the COL3A1 gene. It poses the risk of sudden
death from spontaneous arterial, intestinal, or uterine rupture. Indi-
viduals may not be diagnosed with the condition during life or
may be misdiagnosed with another connective tissue or coagulation
disorder. Therefore, it is of utmost importance for the forensic
pathologist to be aware of EDS upon discovery of an individual
with characteristic facial features, thin and transparent skin with
apparent subcutaneous vasculature, and excessively friable vascula-
ture, soft tissues, and viscera. The forensic pathologist should
obtain specimens during autopsy for collagen fibroblast testing to
receive a confirmatory diagnosis. Postmortem fibroblast cultures
may be submitted to the Collagen Diagnostic Laboratory at the
University of Washington for specialized testing. The contact infor-
mation may be retrieved at http://www.pathology.washington.
edu/clinical/collagen. Because of the autosomal dominant nature of
this condition, family members should be apprised of the dece-
dent’s EDS diagnosis and undergo testing themselves. Family
members with EDS will need to make informed decisions in their
own lives with respect to obstetric complications, greater regard for
safety in everyday activities including strenuous physical activity
and aggressive sports, as well as documentation of their medical
condition, such as wearing a medical bracelet and informing per-
sonal physicians.
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CASE REPORT

PATHOLOGY AND BIOLOGY
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An Autopsy Case in Which Self-Bloodletting
Via a Cervical Blood Access Led to a
Fatal Outcome*

ABSTRACT: A 48-year-old woman was found dead on a chair in her living room. She had received dialysis every day because of chronic renal
failure for the past 15 years. On a table beside her, there was a mirror and 10-mL syringe on a napkin. A stopper was out of place in a portion of a
three-way blood access tube established in the right cervical region, and blood coagulation was noted in the lumen. There was a bloodstained measur-
ing cup on the floor. Autopsy findings included a large number of shunt traces in the bilateral infraclavicular fossae and upper limbs, as well as the
cervical blood access terminal reaching the right atrium via the internal jugular vein to superior vena cava. Various organs showed anemia. Neither a
fatal lesion nor injury was noted in the main organs. Therefore, this patient may have committed suicide by self-bloodletting via a cervical blood
access.

KEYWORDS: forensic science, suicide, self-bloodletting, dialysis, cervical blood access, autopsy

In patients requiring long-term dialysis, such as those with
chronic renal failure, it is essential to maintain a blood access. In
most patients, arteriovenous fistula (A ⁄V fistula) or internal shunt,
in which artificial vasodilative area formation is performed using a
graft, is mainly employed as a blood access because of frequent
dialysis. However, in patients in whom internal shunt is impossible
or puncture is difficult, an indwelling catheter to be inserted into
the internal jugular vein for a long period is often used (1). In this
study, we report an autopsied patient who possibly committed sui-
cide by self-bloodletting via a cervical blood access.

Case Report

The case was a 48-year-old unmarried woman, without an occu-
pation. She had undergone dialysis over the past 15 years because
of kidney dysfunction related to chronic renal failure (the etiology
was unclear). Recently, she had gone to a hospital for dialysis
every day but had not received any oral agent. In addition to hypo-
tension, anemia, and yellow ligament osteosis (surgery was per-
formed 10 years previously), she had been diagnosed with bone
marrow dysplasia syndrome. However, the details were unclear. At
the age of 23, cibophobia was noted. At the age of 42–43, hyper-
phagia was observed with a body weight twice that at the time of

death. She had undergone stomach-reducing surgery. On the day of
her death, she went to the hospital for dialysis as usual and took
the hospital’s car to the shopping street c. 200 m from her home at
1:45 pm. She had a shopping receipt issued at 3:40 pm. At 7:10 pm,
her younger brother found her dying on her back on a chair in her
living room, with her arms hanging down. Blood coagulation was
noted in the lumen of a portion of a three-way blood access tube,
which was established in the right cervical region 1 month before,
and a stopper was out of place. However, there was no blood leak-
age. On a table beside her, there was a mirror and needle-free 10-
mL syringe on a napkin. In addition, a bloodstained measuring cup
was on the floor (Fig. 1). The chest area of her clothes was blood-
stained, and a bloodstain measuring 30 cm in diameter was
observed on a tablecloth. On the floor, there were also two blood-
stains measuring 15 cm in diameter. However, the total volume of
blood was unclear precisely. As the situation leading to the fatal
outcome was unclear, a medicolegal autopsy was performed 40 h
after death.

At autopsy, the height and body weight were 151 cm and 43 kg,
respectively. The skin was pale. Slight purple-red livor mortis was
observed on the dorsal surface and discolored under digital com-
pression. Rigidity was systemically marked. In the right cervical
region, a blood access with a three-way catheter had been estab-
lished and blood was noted in the lumen of one tube (Fig. 2). In
the bilateral subclavicular regions, elbows, and forearms, there were
a large number of old dialytic traces. Old surgical traces were
observed on the median abdomen, median superior dorsal surface,
and right back. No trauma was observed.

Concerning internal findings, macroscopically, the main organs
in the thoracic and abdominal cavities were anemic. The cervical
catheter reached the right atrium via the internal jugular vein to
superior vena cava (Fig. 3). In the pericardial cavity, 30 mL of
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light-yellow transparent liquid was present. The heart weight was
270 g. After the heart was extirpated, dark-red, fluid blood
remained in the pericardial cavity. Its volume was c. 30 mL. The

right ventricle was dilated, and neither macroscopic nor histological
investigation revealed any myocardial arrangement abnormalities or
ischemic changes. Coronary sclerosis was slight. The bilateral pleu-
rae showed adhesion in some areas. The left and right lungs
weighed 303 and 275 g, respectively. There was no marked alveo-
lar ⁄ bronchial change nor pneumonia. The liver weight was 1114 g,
with a flat surface. The surface and cut surface were red-brown.
Neither fatty droplet infiltration nor chronic hepatitis was noted.
The left kidney weight was 128 g. The right kidney had been extir-
pated. The glomeruli were partially organized. The afferent and
efferent glomerular arterioles showed moderate hyaloid changes.
There was no proliferation of mesangium cells, marked change in
the uriniferous tubule, nor infiltration of inflammatory cells. The
1 ⁄ 2 area of the pyloric-side stomach had been extirpated and recon-
structed using the Billroth II procedure. There were no marked
macroscopic ⁄ histological changes in the bone marrow. No air
embolism was shown in any examined organs. No air embolism
was shown with any organs that we inspected.

Any drugs were not detected from gastric contents or blood. Nei-
ther ethanol nor acetone was detected in the blood. A biochemical
test could not be conducted because of postmortem changes.

Discussion

In patients with chronic renal failure, arteriovenous anastomosis
and internal shunt with a graft are mainly employed as a blood
access for frequent dialysis. However, an indwelling catheter to be
inserted into the internal jugular vein, subclavicular vein, or femoral
vein for a long period is used in patients urgently requiring blood
purification; those in whom it is impossible to establish an internal
shunt because of serious occlusive peripheral arterial disorders,
severe chronic heart failure, hypotension, or disturbance of superfi-
cial veins of the limbs; those in whom it is impossible to maintain
blood flow via the superficial area; and those in whom dementia,
restlessness, or movements make internal shunt puncture ⁄ fixation
difficult (1).

In the present case, the actual volume of blood loss was unclear.
However, the cervical catheter’s cap was out of place, and the main
organs showed anemia. In addition, the volume of blood remaining
in the heart was small. There was no other trauma or lesion that
may have caused the death. Therefore, the patient may have died
from self-bloodletting via the cervical blood access. The right kid-
ney had been extirpated, and there was also a possibility that
chronic renal failure-related anemia accelerated the death. However,
the histology of the kidney showed that the glomeruli were rela-
tively well maintained. As the patient had undergone stomach-
reducing surgery, malabsorption syndrome may have promoted
agastric anemia. Furthermore, bone marrow findings did not sug-
gest any hematopoietic cell abnormalities.

As serious medical accidents related to dialysis, several studies
have indicated hemorrhage associated with the needle coming out
during dialysis or circuit blockage, blood access perforation in the
presence of infection, and fatal hemorrhage related to the external
shunt being displaced (2). On the other hand, psychiatric symptoms
such as depression and anxiety are frequent in patients undergoing
dialysis. The relative risk of suicide including dialysis refusal is
higher than in the general population (2,3). Suicide methods under
conditions specific to these patients include exsanguinations by dis-
connecting or otherwise interrupting the shunt and an excessive
ingestion of salt, fluid, or potassium (2). In addition, as blood
access-associated death, a patient who committed suicide by
directly injuring the internal shunt site of the medial elbow with a
razor, was reported (4). In the present case, the possibility of an

FIG. 1—A 10-mL syringe and napkin on the table, as well as a blood-
stained measuring cup on the floor.

FIG. 2—Blood access established in the right cervical region (blood was
detected in the lumen of a portion [red label] of the three-way catheter)
and a dialytic trace in the right subclavicular vein.

FIG. 3—Superior vena cava and the end of the catheter after heart
extirpation.
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accident related to hemorrhage at the shunt site was ruled out based
on the state of death. The presence of a mirror on the table sug-
gests the patient’s premeditated behavior, and we estimated that the
patient opened the cervical catheter and used the syringe to with-
draw blood, which was then placed in the measuring cup. There-
fore, she may have committed suicide.

Concerning self-exsanguination, a large number of patients with
M�nchhausen syndrome (5–7), including fatal cases (8), have been
reported. Women comprised the greater portion, including health
professionals. In these patients, self-exsanguination with a syringe
resulted in factitious anemia. However, these were not suicide
attempts. According to our knowledge, this is the first case of death
related to self-exsanguination with a syringe via an indwelling
catheter.
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CASE REPORT

PATHOLOGY AND BIOLOGY

Kelly G. Devers,1 M.D. and Jeffrey S. Nine,2 M.D.

Autopsy Findings in Botulinum Toxin Poisoning

ABSTRACT: In the United States, foodborne botulism is most commonly associated with home-canned food products. Between 1950 and 2005,
405 separate outbreaks of botulism were reported to the Centers for Disease Control and Prevention (CDC). Approximately 8% of these outbreaks
were attributed to commercially produced canned food products. Overall, 5–10% of persons ingesting botulinum toxin die. Few reports exist pertain-
ing to autopsy findings in cases of foodborne botulism. Here, we report the autopsy findings of a man who died after a prolonged illness caused by
botulinum toxin exposure likely attributable to a commercially prepared food source. Despite extensive testing, our histopathologic findings were non-
specific. We therefore conclude that the forensic pathologist must become familiar with the neurotoxicity syndrome associated with this illness. Main-
taining vigilance for botulism by carefully reviewing the decedent’s clinical history will aid in the early identification and control of outbreaks, either
foodborne or terrorism-related.

KEYWORDS: forensic science, Clostridium botulinum, foodborne botulism, botulism, botulism poisoning, food poisoning, neurotoxin
syndromes

Clostridium botulinum is a spore-forming bacterium found
worldwide in soil and marine environments. The bacteria can sur-
vive indefinitely in spore form. When environmental conditions are
hospitable, the bacteria can germinate and produce neurotoxins.
The primary types of botulism poisoning are foodborne botulism,
wound botulism (usually associated with black-tar heroin injection
in IV drug abusers), and infant botulism (often associated with
ingesting of botulinum spores in products such as honey or inhala-
tion of contaminated dust particles). Foodborne botulism sources
include commercially prepared foods as well as both canned and
noncanned home-prepared foods. Failure to refrigerate freshly
cooked foods (both commercial and home-made) is an important
cause of noncanned foodborne botulism cases (1).

In 2007, a total of 144 cases of botulism were reported to the
Centers for Disease Control and Prevention (CDC). Foodborne bot-
ulism accounted for 18% of total cases, with the majority of cases
attributed to infant botulism. Five cases of unknown etiology were
reported. Of the foodborne and unknown cases, five deaths were
confirmed. Foodborne sources included beaver tail, seal oil, fer-
mented beluga, whale blubber, fish stinkheads, home-canned foods,
and commercially prepared foods including hot dog chili sauce and
chili with beans (2,3).

Botulinum toxins are released when food contaminated with
C. botulinum bacteria is ingested. The toxins attack nerve synapses,
causing a descending paralysis, usually beginning with the oculo-
motor nerves. The onset of symptoms varies from 12 to 35 h after
exposure but can be delayed up to 2 weeks. The patient is usually
not febrile. Initial complaints of dizziness, diplopia, dry mouth, and

diarrhea are common. As the muscle paralysis continues to des-
cend, many patients become ventilator dependent. A single dose of
C. botulinum antitoxin is the treatment of choice. Complete recov-
ery is possible but may take up to 1 year, depending on the base-
line status of the patient (1,3,4).

Case Report

A 52-year-old man was found stuporous on the floor of his
home by a family member and was taken immediately to a nearby
emergency room (ER). He had complained to a relative of feeling
‘‘ill’’ for a period of 2 weeks prior to this event. In the emergency
room, he reported difficulty swallowing, diplopia, and inability to
walk. Soon after arrival, his respiratory status rapidly declined, and
he required urgent intubation. A magnetic resonance imaging ⁄mag-
netic resonance angiography brain scan showed no evidence of
stroke. Testing of his spinal fluid revealed no evidence of meningi-
tis. He was examined by a neurologist who diagnosed possible
foodborne botulism poisoning. In July of 2007, the CDC issued a
warning regarding an outbreak of botulism poisoning linked to
commercially prepared canned chili products (2,3). The patient told
his clinicians he had eaten canned chili within the past month.
Clostridium botulinum antitoxin was administered within 30 h of
presentation. A stool specimen sent to the CDC later tested positive
for C. botulinum toxin Type A. Like many patients stricken with
foodborne botulism poisoning, he required long-term ventilator sup-
port. Within 3 weeks, he was transferred to a long-term care facil-
ity for ventilator weaning and physical rehabilitation.
Unfortunately, the patient went into cardiopulmonary arrest and
died 40 days after his initial ER presentation.

Materials and Methods

The general autopsy was performed at the New Mexico Office
of the Medical Investigator in Albuquerque, New Mexico. The
brain was fixed in 10% formalin for 2 weeks and examined
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macroscopically, and tissue blocks were dissected for microscopic
examinations. Frozen muscle tissue sections were also examined
microscopically. The tissue sections were stained with hematoxylin
and eosin. Frozen sections of sural nerve, peroneal nerve, and
deltoid muscle were sent to the CDC in Atlanta. The CDC did not
report any significant histopathologic findings in the muscle and
nerve specimens. Stool sent to the CDC tested positive for C. botu-
linum toxin Type A. Agents from the New Mexico Health Depart-
ment searched the decedent’s home but were unsuccessful in
finding either canned chili products or receipts for those products.

Results

Autopsy findings included a 1.0-cm pulmonary embolus adherent
to the left lower lobe pulmonary artery. The lungs displayed diffuse
congestion with chronic inflammation. An adherent thrombus was
also present in the left posterior tibial vein. The heart was mildly
enlarged (440 g) with mild atherosclerotic and hypertensive cardiac
disease. There was a maximum of 75% focal narrowing of the
right coronary artery and a maximum of 50% focal narrowing of
the left anterior descending coronary artery. Other findings included
a patent foramen ovale (0.2 cm in diameter) and mild hepato-
splenomegaly. Findings attributed to botulinum toxin exposure
included grossly apparent diffuse muscular atrophy of the upper
and lower extremities. Microscopically, sections of quadriceps and
gastrocnemius muscle showed scattered degenerating muscle fibers
with basophilic change along with scattered angular atrophic fibers.
Sural and peroneal nerves displayed no significant histopathology.
The official cause of death was listed as complications of C. botu-
linum toxin poisoning.

Discussion

In the United States, foodborne botulism poisoning is most com-
monly associated with home-canned foods such as vegetables. A
total of 405 separate outbreaks of botulism poisoning were
reported to the CDC between 1950 and 2005. Approximately 8%
of these outbreaks were attributed to commercially prepared
canned food products, including canned tuna, vichyssoise, liver
paste, and beef stew (3). In 2007, a total of 144 cases of botulism
were reported to the CDC. Foodborne botulism accounted for 18%
of total cases, with the majority of cases attributed to infant botu-
lism. Three percent of cases were of unknown etiology. For the
year 2007, New Mexico reported two cases of infant botulism and
one case of botulism from an unknown source (our case) to the
CDC (2,3).

In late July of 2007, the FDA issued a warning and recall
regarding canned hot dog chili sauce made by a single commercial
manufacturer. In early July, five cases of foodborne botulism were
reported: two in Texas, one in California, and two in Indiana. Stool
samples from these patients tested positive for C. botulinum Type
A. On July 21, additional brands of hot dog chili and certain types
of dog food were added to the recall list. Cans of chili from the
recalled lots were all found to be contaminated with C. botulinum
toxin Type A. The CDC in Atlanta, GA, issued a warning on 30
July 2007 regarding this foodborne botulism outbreak (2).

In our case, the patient told his doctors that he had eaten canned
chili within the month before he became ill. According to his fam-
ily, his food preparation practices were not particularly sanitary,
owing to a previous head injury. The patient’s stool specimen
tested positive for C. botulinum toxin Type A, the same type of
toxin that was found in the other canned chili botulism cases. He
became sick in late July 2007.

If an undiagnosed patient dies weeks to months after infection,
botulism poisoning as the primary cause of death can be extremely
difficult to determine. The differential diagnosis of botulism
includes Guillain–Barre syndrome, myasthenia gravis, tick paraly-
sis, Lambert–Eaton syndrome, stroke, meningitis, and drug ⁄ alcohol
toxicity as well as many other less common causes (5–7). A careful
review of clinical history may help guide the pathologist at
autopsy. Most often cited are the symptoms of the ‘‘diagnostic pen-
tad’’ of botulism, which includes: nausea and vomiting, dysphagia,
diplopia, dry mouth, and fixed ⁄ dilated pupils. On physical examina-
tion, cranial nerve palsies such as ophthalmoplegia, ptosis, and
slurred speech are essential for the diagnosis and must be present
before the onset of other neurological symptoms. These findings
may, or may not, be followed by symmetrical descending flaccid
paralysis and subsequent respiratory failure (5–7). In a study of 706
patients hospitalized for botulism in the Republic of Georgia, 8%
died. The most common causes of death among these patients were
cardiac arrest (74%) and respiratory failure (21%) (4,8). Ante-mor-
tem radiologic, routine chemistry, hematologic, and cerebrospinal
fluid studies are usually all normal. Untreated patients may display
only a few minor cranial nerve deficits or may progress to com-
plete paralysis and respiratory arrest. The time frame of symptom-
atic manifestations in untreated cases ranges from a few hours to a
few days and appears to be dose-related. Notably, as patients pro-
gress to respiratory arrest, the usual signs of hypoxemia (e.g., agi-
tated state) are absent owing to muscle paralysis (7).

Postmortem specimens can be of diagnostic utility in suspected
botulism cases. Currently, the gold standard for the detection of
botulinum toxin is the mouse bioassay, which is performed by des-
ignated BSL-3 containment facilities (6). Acceptable postmortem
specimens include intestinal contents, gastric contents, tissue sam-
ples (in cases of wound or adult intestinal toxemia botulism), nasal
swabs (in cases of inhalational botulism), stool, and serum (6).
Fagan et al. (9) found that botulinum toxin Type B could be
detected in serum for up to 12 days after toxin ingestion and at
least up to 4 days in Type A. Woodruff et al. found that stool
culture for botulinum toxin is more sensitive than the mouse assay
when specimens are obtained later in the illness. No studies
currently exist demonstrating when circulating toxin is no longer
detectable in either untreated or treated patients (10). In the present
case, the stool specimen that tested positive for botulinum toxin
Type A was collected c. 16 days after the patient’s self-reported
onset of symptoms. This finding suggests that botulinum toxin
Type A may persist in stool longer than 4 days, as previously
reported.

Few studies exist pertaining to significant histopathologic find-
ings in cases of foodborne botulism. Various human and animal
studies published from the late 1800s to the early 1980s have most
consistently reported microscopic hemorrhages and vascular
engorgement in multiple areas of the central nervous system
(6,11,12). Today, these findings are considered by most researchers
to be nonspecific and likely attributable to shock, other postmortem
changes, or processing artifact. Muscle atrophy of varying degrees
is to be expected in prolonged cases of paralysis or immobility.
Thus, the primary role of autopsy histopathology in foodborne
botulism cases currently lies in the exclusion of other disease
processes (1,6,13,14).

The CDC has designated C. botulinum as a Class A biological
agent. Botulinum toxins are the deadliest of all known toxins.
Deliberate inoculations of commercial food and beverages or
release via aerosolization are the most likely methods to be
employed by terrorists (15). Therefore, clinicians and pathologists
alike should always consider botulism poisoning if the clinical
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presentation warrants such investigation. Numerous clinical studies
have demonstrated an array of signs and symptoms that should cre-
ate a high index of suspicion. If there is any concern for botulism
poisoning, a call should be placed immediately to the state health
department, so that an epidemiologic investigation can be initiated.
The CDC has a 24-h on-call consultant available to provide guid-
ance regarding specimen testing sites and shipment requirements
(1,14,16). Early identification and reporting of suspected botulism
cases is vital in the prevention of accidental or intentional wide-
spread outbreaks. The autopsy pathologist can play a vital role in
this surveillance process.
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Searching the Soil: Forensic Importance
of Edaphic Fauna After the Removal
of a Corpse

ABSTRACT: Arthropods at different stages of development collected from human remains in an advanced stage of decomposition (following
autopsy) and from the soil at the scene are reported. The corpse was found in a mixed deciduous forest of Biscay (northern Spain). Soil fauna was
extracted by sieving the soil where the corpse lay and placing the remains in Berlese–Tullgren funnels. Necrophagous fauna on the human remains
was dominated by the fly Piophilidae: Stearibia nigriceps (Meigen, 1826), mites Ascidae: Proctolaelaps epuraeae (Hirschmann, 1963), Laelapidae:
Hypoaspis (Gaeolaelaps) aculeifer (Canestrini, 1884), and the beetle Cleridae: Necrobia rufipes (de Geer, 1775). We confirm the importance of
edaphic fauna, especially if the deceased is discovered in natural environs. Related fauna may remain for days after corpse removal and reveal infor-
mation related to the circumstances of death. The species Nitidulidae: Omosita depressa (Linnaeus, 1758), Acaridae: Sancassania berlesei (Michael,
1903), Ascidae: Zerconopsis remiger (Kramer, 1876) and P. epuraeae, Urodinychidae: Uroobovella pulchella (Berlese, 1904), and Macrochelidae:
Glyptholaspis americana (Berlese, 1888) were recorded for the first time in the Iberian Peninsula.

KEYWORDS: forensic science, forensic entomology, human corpse, edaphic fauna, Stearibia nigriceps, Glyptholaspis americana,
Hypoaspis (G.) aculeifer, Proctolaelaps epuraeae, Sancassania berlesei, Uroobovella pulchella, Zerconopsis remiger

A corpse generates new biological processes that evolve accord-
ing to the environment in which it is found as it produces impor-
tant changes in the soil (1). The natural inhabitants of undisturbed
soils disappear and new organisms take their place, resulting in a
new ecosystem dominated by the cadaveric fauna (1,2). The study
of the dynamics of colonization, development, and succession pat-
terns of necrophagous fauna on a corpse or carrion is at the heart
of medico-criminal entomology (2). Moreover, for corpses found in
advanced stages of decomposition, arthropods may provide the only
method available for estimating a minimum postmortem interval
(PMI) (3). It should be noted, however, that the estimate of PMI
for a corpse in an advanced stage of decomposition may be unreli-
able as successional waves elapse over time and numerous environ-
mental factors come into play that may diminish the accuracy of
the estimate (3,4). Indeed, corpses in an advanced stage of decom-
position can provide important information relating to succession
periods rarely reported (5–8).

This paper presents the first forensic case where arthropods have
been collected from a corpse in an advanced stage of decomposi-
tion in the Basque Country (north of Spain) and where soil biota
has been previously studied under natural conditions (9,10). This
was the first chance to gather important information about arthro-
pods associated with a body in an advanced stage of decomposition
in this area and it highlights the need to carefully examine a broad
perimeter adjacent to the human remains to avoid losing, ignoring,
or underestimating critical forensic evidence.

Material and Methods

Case Description

In August 2003, the remains of a young man were discovered
near the edge of a mixed deciduous forest in a rural area of Biscay
(northern Spain). The corpse was lying on the ground, completely
dressed, reduced to a skeleton bearing the remains of dried soft tis-
sue, and covered with mites and insects. The deceased had last
been seen alive 3 months prior to the discovery of the corpse.
Unfortunately, the body had already been removed from the scene
before authorization was received from the magistrate to collect
entomological evidence. Nevertheless, evidence was eventually
gathered from the site following removal of the corpse and this
included organisms of forensic interest.

Methodology

A medico-legal autopsy was performed by the Forensic Pathol-
ogy Service of Bilbao in accordance with international standards
(11).
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Beetles, fly larvae, and mites were collected from the skeletal
remains held at the Forensic Pathology Service and preserved in
70% ethanol.

Nine (3 · 3) samples of ground litter and soil (500 cc ⁄ sample,
taken to a depth of 5 cm) were collected from the scene and
sieved. Large arthropods were removed with forceps, and soil
mesofauna was extracted from aliquots of the sieved soil (100 cc)
using Berlese–Tullgren funnels (12). All fauna was preserved in
70% ethanol for later identification.

Approximately half of the fly larvae collected from the corpse
and the soil at the scene were incubated at 23�C in natural daylight
in the laboratory to confirm their identification (13). The remaining
maggots (n = 20) were placed in hot water for 1 min before preser-
vation in 80% ethanol (14).

Results and Discussion

The autopsy revealed the existence of a skull injury, 1 cm in
diameter, with significant hematoma in the corresponding area of
the brain. Evidence suggested that death had been caused by a vio-
lent attack.

The site was a mixed deciduous forest with an adequate preser-
vation of the canopy and ground cover, extremely closed, dark, and
wet. These forests are relict in the area because of intensive farm-
ing activities (15). A diagram with weather data collected from the
nearest meteorological station is included in Fig. 1.

A total of 29 species was collected and identified from soil
samples taken at the crime scene; there was a direct correspon-
dence between the five species collected from the corpse after
autopsy that were also present in the soil samples (Table 1).

The corpse was covered in the larvae of Piophilidae (Diptera).
The maggots were active in the soil samples together with pupae,
and adults were emerging from the soil. Specimens reared from lar-
vae collected in soil confirmed the consistency of the evidence.

Adults emerging from the soil and the reared larvae were identified
as Stearibia nigriceps (Meigen, 1826), the dominant fly found in
the removed corpse. In simulations previously carried out using
pigs in northern Spain, this species has been found in lower fre-
quency and abundance than the similar species Piophila casei
(Linnaeus, 1758), the cheese skipper (16).

The presence of Necrobia rufipes (de Geer, 1775) (Coleoptera,
Cleridae), in both the corpse and in the soil was also noteworthy;
adults were reared from preimaginal stages collected from the
soil. In addition, adults of Necrobia violacea (Linnaeus, 1758)
were also collected from soil samples. Other beetle larvae were
found in the soil but rearing in the laboratory proved
unsuccessful.

Finally, three mite species were collected from the corpse and
their presence was confirmed in the soil. The most abundant mite
species on the corpse was Proctolaelaps epuraeae (Hirschmann,
1963) (Mesostigmata, Ascidae), a species previously cited associ-
ated with Epuraea fuscicollis (Stephens, 1832) (Coleoptera, Nitduli-
dae) in Europe (17). We also found adults of Hypoaspis
(Gaeolaelaps) aculeifer (Canestrini, 1884) (Mesostigmata, Laelapi-
dae) and one deutonymph of the phoretic mite Uroobovella pulch-
ella (Berlese, 1904) (Mesostigmata, Urodinychidae). The absence
of other species on the remains may be explained by the long delay
between the corpse being found and permission being granted for
the collection of evidence in the morgue. The complementary infor-
mation reported from the soil may be of importance for future
forensic cases. We therefore give a detail list of all the species and
instars found in this research in Table 1.

Despite some previous research carried out in our region, there
is still a lack of knowledge concerning the distribution of local
necrophagous species and their biology. This makes it difficult to
formulate precise conclusions based on the morphology of the
corpse and the structure of the community. The numerous factors
that influence the dynamics of the decomposition process can
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FIG. 1—Ombrotermic diagram after data recorded at the closest meteorological station. T, temperature; min, minimum; max, maximum; HR, relative
humidity (%); Pp, precipitation (mm ⁄ m2); › corpse discovery day.
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significantly impact the succession models (3,4). Nevertheless,
observations of arthropod fauna associated with human remains in
advanced stages of decomposition are not frequently reported in
scientific literature. Indeed, this is the first time that a detailed list
of species of forensic interest associated with human remains in an
advanced stage of decomposition (nearly skeletonized) has been
recorded in the Basque Country (north of Spain).

Although 10 days had passed since the removal of the corpse,
the same species extracted from the corpse itself were also iden-
tified in soil samples taken from where the corpse had been
found. The community was dominated by larvae of S. nigriceps
(fly identified after incubation). Pupae and emerging adults of
this species were also present in the soil and this helped to sub-
stantiate the evidence collected at the scene. S. nigriceps is recog-
nized as an important forensic indicator, arriving late in the
decomposition process, usually after saponification (18,19). Larvae
of this species have been previously reported in Venice (6), with
a PMI estimated at 2 months. The community structure was also
consistent with a previous case reported from the Hawaiian
Islands of a corpse in an advanced stage of decomposition (5).
In both cases, only third instars of the Piophilidae were found on
the corpses (5,6). We also collected adults emerging from the
soil that confirm at least one complete development cycle of the
fly in the soil and fits well with the estimated PMI (3 months).

With respect to the seasonality of the community structure, we
should note that Margarinotus ignobilis (Marseul, 1854), rarely
found in late summer, supports the estimated time of death, given
at the end of May or beginning June. The presence of Carcinops
pumilio (Erichson, 1834) confirms an advanced stage of decompo-
sition, and the complete development of the Piophilidae, with adults

emerging from the soil, is in accordance with a minimum PMI esti-
mation of 2 months, which is consistent with a simulation recently
performed in our region (unpublished data).

However, the lack of complementary records of environmental
data prior to the removal of the corpse prevents a more accurate
estimation of this interval. Therefore, further simulations using ani-
mal models are needed in our region.

Mites are usually overlooked in forensic research, although they
are present in nearly every stage of decomposition and are directly
associated with other species of forensic interest (20). The most
abundant mite species collected from the corpse, P. epuraeae, is a
phoretic mite from Nitidulidae previously described (17); U. pulch-
ella also uses insects for phoresis. H. (G.) aculeifer is known as a
generalist predator of soil invertebrates (21) and is used in the bio-
logical control of soil pests (22). Furthermore, the presence of all
the developmental stages of P. epuraeae supports a long-term asso-
ciation of the mite with the remains. From cases in Belgium, the
coexistence of Proctolaelaps and Hypoaspis (23) as well as the
presence of Sancassania berlesei (Michael, 1903) have been
reported previously. This third species has also been identified in
conditions similar to those of the case described here, that is, on a
corpse exposed to high levels of humidity for 3–3.5 months (23).

In this paper, we confirm both an association of some mite spe-
cies with a specific period of decomposition and the potential for
using mites as indicators of environmental conditions (20,23).

While oribatids are the dominant group of mites in our natural
soils (9,10), they usually disappear during the decomposition of a
corpse (24). Accordingly, in this case, when comparing the oribatid
fauna collected from the soil immediately adjacent to the corpse
with that inhabiting undisturbed soils in the same area, significant

TABLE 1—Species collected from soil samples extracted at the scene (soil) and directly from the corpse.

Order Family Species Corpse Soil NR

Diptera Piophilidae Stearibia nigriceps (Meigen, 1826) L Ad L P Ad BC
Coleoptera Cleridae Necrobia rufipes (de Geer, 1775) Ad L P Ad

Necrobia violacea (Linnaeus, 1758) Ad
Histeridae Carcinops pumilio (Erichson, 1834) Ad

Margarinotus (Paralister) ignobilis (Marseul, 1854) Ad
Nitidulidae Omosita colon (Linnaeus, 1758) Ad IP

Omosita depressa (Linnaeus, 1758) Ad
Silphidae Unidentified larvae L
Staphylinidae Acrotona aterrima (Gravenhorst, 1802) Ad

Atheta (Atheta) coriaria (Kraatz, 1858) Ad BC
Dimetrota cinnamoptera (Thomson, 1856) Ad
Carpelimus (Trogophloeus) corticinus (Gravenhorst, 1806) Ad BC
Gyrohypnus fracticornis (O. Muller,1776) Ad BC
Habrocerus capillaricornis (Gravenhorst, 1806) Ad BC
Lithocharis ochracea (Gravenhorst, 1802) Ad
Oligota parva (Kraatz, 1858) Ad
Philonthus discoideus (Gravenhorst, 1802) Ad
Platystethus arenarius (Geoffroy, 1785) Ad
Rugilus orbiculatus (Paykull, 1789) Ad

Collembola Unidentified species Ad
Astigmata Acaridae Sancassania berlesei (Michael, 1903) N Ad IP
Oribatida Camisiidae Platynothrus peltifer (C.L. Koch, 1839) Ad

Mycobatidae Minunthozetes semirufus (C.L. Koch, 1841), Ad
Mesostigmata Ascidae Proctolaelaps epuraeae (Hirschmann, 1963) Ad N Ad IP

Zerconopsis remiger (Kramer, 1876) Ad IP
Laelapidae Hypoaspis (G.) aculeifer (Canestrini, 1884) Ad N Ad BC
Urodinychidae Uroobovella pulchella (Berlese, 1904) Ad N Ad IP
Parasitidae Paragamasus sp. N
Macrochelidae Glyptholaspis americana (Berlese, 1888) Ad IP

Chilopoda Unidentified species Ad
Diplopoda Unidentified species Ad
Isopoda Unidentified species Ad

L, larvae; P, pupae; Ad, Adult; NR, new record; BC, Basque Country; IP, Iberian Peninsula.

1654 JOURNAL OF FORENSIC SCIENCES



differences were found. More than 30 species had previously been
collected from undisturbed soils from mixed deciduous forests in
this area (9,10). However, of these species, only two were found in
the soil samples taken from the location where the corpse was dis-
covered and they were poorly represented. Notably, one of them,
Platynothrus peltifer (C.L. Koch, 1839), is a species that typically
remains in disturbed soils (9,10) and, moreover, has previously
been identified on dog carcasses in Tennessee (USA) (25). The rel-
evance of these species in forensic research should therefore be
more fully explored.

The case reported here provides novel information regarding the
structure of the arthropod community associated with a corpse in
an advanced state of decomposition; at the same time, it adds to
the overall body of knowledge, having identified species not previ-
ously reported from this geographical area. Specifically, in this
paper, Omosita depressa (Linnaeus, 1758) (26), together with
P. epuraeae (Hirschmann, 1963), S. berlesei (Michael, 1903),
Zerconopsis remiger (Kramer, 1876), U. pulchella (Berlese, 1904),
and Glyptholaspis americana (Berlese, 1888) are recorded for the
first time in the Iberian Peninsula. Table 1 includes references to
the additional new records for our region.
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CASE REPORT

PATHOLOGY ⁄BIOLOGY
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Growth of Chrysomya megacephala
(Fabricius) Maggots in a Morgue Cooler*

ABSTRACT: In estimating the postmortem interval (PMI) using maggots obtained during autopsy, the forensic entomologist makes decisions
regarding the effects of low-temperature storage of the body on the insects. In this case report, a corpse was found in an abandoned house in the resi-
dential area of Bukit Mertajam, Penang, Malaysia. The maggots were found to be alive inside the mouth of the deceased although the corpse had
been in the morgue cooler for 12 days. The maggots were reared and identified as Chrysomya megacephala (Fabricius). The emerged adult flies were
kept as a stock colony, and the duration of development under the indoor fluctuating temperature regime was studied. The total duration of develop-
mental process of this species was 9.5 € 0.5 days, and the PMI estimated was 3.2 € 0.6 days. This case report demonstrates the survival of
Ch. megacephala maggots for 12 days and their growth inside the morgue cooler.

KEYWORDS: forensic science, forensic entomology, Calliphoridae, postmortem interval, maggot mass, Malaysia

The growth and development of calliphorid (Diptera: Calliphori-
dae) larvae is of great interest to forensic science, especially for
estimation of a postmortem interval (PMI) (1). To obtain an esti-
mate of the minimum PMI, one requires accurate identification of
the species recovered from the case, data on the temperature regime
prior to the taking of the samples, and relevant information on the
duration of development of the species at various temperatures (2).
Furthermore, the developmental rate of calliphorid larvae is influ-
enced by the temperature of their immediate environment (1). There
are two main physiological responses to low temperatures: diapause
and quiescence (3,4). Diapause is a delay in development evolved
in response to regularly recurring periods of adverse environmental
conditions (3), whereas quiescence mainly stops development for a
short time and acts like an anesthetic. Quiescence is induced by the
immediate effect of temperatures ranging from 0 to 10�C and
involves a deceleration of insect metabolic activity (4). However,
when a ‘‘maggot mass’’ is formed, the maggot mass temperature
may be sufficient to allow continued development and is essential
in allowing development (5). The objectives of this case study were
to highlight (i) the importance of the case history in PMI estimation
and (ii) the growth of blowfly maggots stored in a morgue cooler.

Case Report

On July 25, 2007, an unknown male corpse was found in an
empty house in the residential area of Bukit Mertajam, Penang,

Malaysia (5� 21¢N, 100� 28¢E). The corpse was in active decay
stage and fully clothed. The autopsy was performed on the same
day the corpse was found, and no entomological specimens were
collected. After 5 days of the corpse being kept in the morgue
cooler, we were informed that maggots had infested the corpse.
The entomological specimens were collected on July 30, 2007, at
12.30 pm. Specimens taken were nonhairy maggots, which were
collected from the mouth (alive) and on the legs (dead). On
attempting rearing, the maggots failed to survive. Pending police
investigations, the corpse was still kept in the mortuary. On August
6, 2007, at 11.30 am, the second sampling was carried out. The
samples were one newly emerged adult (wings not developed), and
nonhairy pupae were found outside the morgue cooler (14 pupae).
Then, 34 nonhairy live maggots were taken from the mouth
(Fig. 1). There were no live maggots found inside the morgue
cooler beside the one in the mouth of the deceased. On rearing,
these live maggots survived and were identified as Ch. megacepha-
la (Fabricius) using taxonomic keys provided by Greenberg &
Kunich (6). The temperature of the morgue cooler was at 4 € 3�C,
and the temperature of the maggot mass inside the mouth was
12�C. Unfortunately, the temperature of the scene of death was not
available.

In Malaysia, there is a lack of any published data regarding the
development time of Ch. megacephala under indoor fluctuating
temperature of Malaysian tropical climate. For the purpose of this
study, the emerged adults were maintained as a colony, and the
immature life cycle of this species was studied at room temperature
to simulate the scene of death. In this experiment, beef meat was
used as the rearing medium, and nine replicates were made. The
eggs were collected from the colony and were transferred into the
rearing containers [11.5 (h) · 10.0 (w) · 10.0 (L) cm] with 2.5 m
thick soil inside it. The maggots were fed with fresh beef meat
ad libitum. The developmental data, temperatures, and relative
humidity of the rearing were recorded from the time the eggs were
collected until the emergence. From each replicate, an average of
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five maggots was randomly collected, every morning and evening
until the maggots reached the pupal stage. These maggots were
warm-water killed (52 € 10�C) and preserved in Kahle’s solution.
The instar stages of the preserved maggots were recorded by deter-
mining the number of posterior spiracles slits under the stereomi-
croscope, and the lengths of the maggots were measured. For the
first and second instar, a slide of the posterior spiracles was pre-
pared and observed under the light microscope. After the rearings
were completed, the developmental times (days) were calculated as
shown in Table 1, and the graph of larval length against develop-
mental time (hours) was constructed (Fig. 2).

Results and Discussions

The average length of the dead Ch. megacephala (Fabricius)
maggots found on the legs during the first specimen collection was
13 mm (third instar). The recently emerged adult found outside the
body freezer failed to develop its wings and died. The 14 pupae

collected from outside the morgue cooler emerged on August 8,
2007, between 10 am and 4 pm. The live larvae that were collected
from the mouth of the deceased on first sample collection averaged
10 mm in length (third instar), and on the second sampling, the
length of the maggots was 13.5 mm (third instar). The reared live
larvae that were collected on second sampling turned into pupae on
August 8, 2007, at 4 pm and emerged on August 11, 2007, at
5 pm. The developmental time of the maggots from the time of
second sample collection until the pupal stage was 52.5 h. The
pupation period was 73 h (3 days). The mean temperature of the
rearing room was 29.5 € 1�C, and the relative humidity was 61–
79%.

Ch. megacephala also known as the Oriental latrines fly, is a
species of medical importance (7) and has been identified playing
an important role in forensic cases (8). This species, formerly Aus-
tralasian and Pacific in distribution, is now widespread in Africa
and the Americas (9). In Malaysia, Ch. megacephala is now the
predominant species infesting human corpses (10). In this case
report, during the sampling periods, the live maggots were observed
to form froths above the maggot mass in the mouth (Fig. 1). When
the corpse was taken out from the morgue cooler, the maggots
went deep into the throat, and we managed to extract 34 maggots
only. The maggots grew 3.5 mm in length between the first and
second sample collection period (6 days). Under sub-optimal condi-
tions, blowfly larvae can delay pupariation (9). In this case study,
the maggots of Ch. megacephala were found alive, infesting the
corpse placed in the morgue cooler for a total of 12 days in dark-
ness (except during the sampling period), inside the mouth of the
deceased at the ambient temperature of 4 € 3�C. A potential error
of 8.6–12.8% in PMI estimation was reported, if the assumption
that no insect development takes place during the preautopsy refrig-
eration is made (11); while others found low temperature (4�C)
because of refrigeration affects the normal development of blow-
flies (12). This probably explains the shortened pupal period from
normal 3.9 days (Table 1) to 3.0 days (case specimens). In this
case study, the PMI was estimated by comparing their length with
the graph constructed in Fig. 2 because of several reasons: (i) the
most accurate estimation would be using the size of the oldest dead

FIG. 1—The live maggot mass of Chrysomya megacephala (arrow) form-
ing froths in the mouth of the corpse (photo taken during the first
sampling).

TABLE 1—The accumulated developmental time (days) of Chrysomya megacephala at the indoor rearing temperature of 29 € 2�C and relative humidity of
59–75%.

Immature Stages Eggs ⁄ First Instar Second Instar Third Instar Post Feeding Pupa Emergence

Accumulated developmental time (days) 0.8 € 0.2 1.6 € 0.0 3.3 € 1.3 4.5 € 0.4 5.1 € 0.5 9.0 € 0.5

FIG. 2—The larval length against developmental time (hours) of Chrysomya megacephala (nine replicates) at 29 € 2�C.
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maggots collected in the first sampling because there was no
degree-day reference data of this species at 12�C available; (ii) we
did not know the exact temperature experienced by the maggots
throughout the 12-day period for the degree-days method to be
used, and there is evidence that maggots can thermoregulate their
temperature when maggot mass formed (13,14); (iii) the corpse
was found indoors and temperature data from nearby weather data
cannot be used while the temperature data of the scene of death
was not recorded; (iv) the use of larval length to determine PMI
was acceptable if both the scene of death and reference data were
at the almost similar environment (indoors) where the temperature
fluctuates little (15). The PMI was estimated between 64 h
(2.6 days) and 94 h (3.9 days) based on the length of the dead
maggots collected in the first sampling. If the PMI estimation on
the case was carried out using the length of live Ch. megacephala
maggots collected from the second sample (13.5 mm), the PMI
estimated would be still within the range estimated earlier; how-
ever, in reality the maggots were actually more than 12 days old.
Thus, the potential for blowfly larvae to undergo significant devel-
opment while being stored in the morgue is a possibility that foren-
sic entomologists should consider during an investigation involving
samples collected from autopsy (11). It was suggested that if the
time of death may be of interest in cases with insects’ colonization
of human corpses, preferably a person with experience in the field
of forensic entomology should be present at the crime scene or at
least during the autopsy (16,17). However, this is not a standard
practice in Malaysia, and without the knowledge of the case history
and the thermal history of the maggots, the forensic entomologist
must be cautious in estimating the PMI.
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CASE REPORT
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Partial Agonist Therapy in Schizophrenia:
Relevance to Diminished Criminal
Responsibility

ABSTRACT: Pathological gambling (PG), classified in the DSM-IV among impulse control disorders, is defined as inappropriate, persistent
gaming for money with serious personal, family, and social consequences. Offenses are frequently committed to obtain money for gambling. Patho-
logical gambling, a planned and structured behavioral disorder, has often been described as a complication of dopamine agonist treatment in patients
with Parkinson’s disease. It has never been described in patients with schizophrenia receiving dopamine agonists. We present two patients with
schizophrenia, previously treated with antipsychotic drugs without any suggestion of PG, who a short time after starting aripiprazole, a dopamine par-
tial agonist, developed PG and criminal behavior, which totally resolved when aripiprazole was discontinued. Based on recent advances in research
on PG and adverse drug reactions to dopamine agonists in Parkinson’s disease, we postulate a link between aripiprazole and PG in both our patients
with schizophrenia and raise the question of criminal responsibility.

KEYWORDS: forensic science, pathological gambling, schizophrenia, aripiprazole, dopamine, criminal responsibility

According to the Diagnostic and Statistical Manual of Mental
Disorders (1), pathological gambling (PG) is a persistent and recur-
rent maladaptive behavior that is characterized by at least five of
the following symptoms: preoccupation with gambling; use of
increasing amounts of money; inability to control, cut back, or stop
gambling; irritability if not gambling; committing illegal acts to
finance the behavior; lies to family or other persons to conceal the
behavior; gambling to escape other problems; jeopardizing relation-
ships (personal and professional); or relying on others to relieve
desperate financial situations caused by the behavior. Evidence sup-
ports the existence of a causal relationship between criminal behav-
ior and PG to maintain habitual gambling behaviors (2).

In the general population, the prevalence of PG ranges from
0.42% (3) to 1.93% (4). A higher frequency of 4.4% has been
reported in patients with Parkinson’s disease, rising to 8% with
dopamine agonist therapy (5). This result is in line with many pub-
lished case reports that identified PG as a complication of dopa-
mine agonist therapy in Parkinson’s disease (see [6] for review)
and also in restless legs syndrome (7). Taken together, these obser-
vations support the hypothesis of a link between PG and dopami-
nergic neurotransmission (8). They raise the possibility that a
complex behavioral disturbance such as PG could be related to
dopamine drugs.

To the best of our knowledge, PG has never been described as a
complication of drug treatment in schizophrenia. We report two

patients with schizophrenia who developed PG and committed theft
secondary to treatment with aripiprazole, a dopamine partial
agonist.

Case 1

A 46-year-old man presented the first symptoms of paranoid
schizophrenia, essentially characterized by active delusions and
auditory hallucinations, at the age of 20. Over a 12-year period, he
experienced several psychotic episodes and was frequently admitted
to hospital. He received various typical antipsychotic drugs, and
also clozapine, without a complete recovery. Depot haloperidol was
the most effective drug in obtaining partial remission, although the
patient continued to have chronic delusions and auditory hallucina-
tions. As positive symptoms improved, negative symptoms progres-
sively increased and led to a deficit syndrome. Except for nicotine
dependence, there was no history of substance abuse and no co-
morbid condition such as personality disorder. Neurological exami-
nation was normal. No psychiatric disorder or PG was reported in
the family.

Since 2000, his symptoms had remained stable. For 5 years,
his pharmacological treatment did not change and consisted of
haloperidol (a monthly 200 mg intramuscular depot injection) and
prazepam (60 mg ⁄day). He was seen by a psychiatrist once a
month. The patient lived with his sister and was a low-frequency
recreational gambler (lottery scratch cards) without financial con-
sequences. In November 2005, he started a new treatment in
association with haloperidol. Aripiprazole (15 mg ⁄day) was initi-
ated to improve positive and negative symptoms. A few days
later, the patient’s sister observed that he spent increasing
amounts of money to buy lottery scratch cards, up to 300 euros
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(c. 400 U.S. dollars) per day. She also observed that he showed
increasing anxiety. When she tried to decrease his spending, the
patient became nervous and aggressive. His gambling intensified
to such an extent that he began to steal from his sister. She dis-
covered the thefts and tried to hide money. But 3 weeks after the
last visit to his psychiatrist, the patient physically assaulted his
sister to obtain money. Informed of this pathological behavior,
we asked for a clinical examination of the patient 1 week before
the next planned visit. He presented anxiety without exacerbation
of his schizophrenic symptoms. He also had a craving to gamble
that decreased his anxiety briefly. PG was diagnosed, and as the
disorder had started with the introduction of aripiprazole, we
decided to discontinue this drug and to increase prazepam to
80 mg ⁄day. One week later, a second clinical examination
showed that PG and anxiety had entirely disappeared after the
discontinuation of aripiprazole. The dose of prazepam was
decreased to 60 mg ⁄ day, and depot haloperidol was continued.
After 3 weeks, the patient’s symptoms returned to the same level
as before the introduction of aripiprazole. No further pathological
behavior was reported.

Case 2

A young 19-year-old man with schizophrenia developed PG
while treated with aripiprazole and committed theft. He had first
sought psychiatric advice at the age of 17. He presented a severe
persecutory delusional syndrome associated with auditory hallucina-
tions and mental automatism. Two days after the onset of symp-
toms, he stabbed his father, who he was convinced would kill the
entire family. Fortunately, he caused only minor physical injury.
Transferred to a psychiatric high-security hospital, he was found
not criminally responsible because of insanity. Amisulpride
(800 mg ⁄ day) and diazepam (30 mg ⁄day) were the two medica-
tions initially given.

Six weeks later, the treatment had resulted in such improvement
of the patient’s psychotic symptoms that amisulpride was progres-
sively decreased to 400 mg ⁄ day, and diazepam was discontinued.
He was transferred to our conventional inpatient care unit. A first
clinical examination found no delusional or hallucinatory symp-
toms, but he presented negative symptoms such as affective flatten-
ing, avolition, and attentional impairment. Upon further review, the
patient’s parents reported that these deficit symptoms had begun
6 months earlier and were associated with an increasing and severe
level of cannabis abuse. He began to avoid social contact, discon-
tinued recreational activities and dropped out of school. Family
psychiatric history revealed paranoid schizophrenia (three psychotic
episodes) in a sister, in full remission with risperidone treatment.
One month after his transfer from the high-security hospital, the
patient was discharged and returned home. He was referred to our
outpatient clinic and started a job in a transitional employment pro-
gram. One month after discharge, as the negative symptoms did
not sufficiently decrease, we introduced aripiprazole (10 mg ⁄ day)
as adjuvant therapy. A few weeks later, he began to bet very small
amounts of money on soccer games and to buy lottery scratch
cards with his friends in a recreational way. Five months later, he
bet 2 euros on a soccer game and won 50 euros (c. 68 U.S. dol-
lars). At this point, he became a high-frequency gambler. He
believed he could earn a living in this way and constantly asked
his parents for large sums of money. We were not aware of this
behavior. During the visits with the medical staff, the patient and
his parents did not spontaneously report such symptoms. Seven
weeks after his ‘‘big win,’’ the patient committed a theft. He physi-
cally assaulted a woman in the street to steal her mobile phone.

A few minutes later, the police arrested him trying to sell the
mobile phone in a betting shop.

Because of the patient’s history, the judge appointed a psychiat-
ric court expert to assess his legal responsibility. The sentence was
deferred. The patient was placed on conditional liberty during this
period and immediately attended the outpatient clinic with his par-
ents. He appeared unconcerned about the theft and its effect on the
victim, merely arguing that he was in need of money. We decided
to change his treatment completely. Amisulpride and aripiprazole
were discontinued, and risperidone was initiated (4 mg ⁄day). Three
weeks later, PG had ceased and the patient started to show concern
about his aggressive behavior. The court expert allowed partial
criminal responsibility on account of his schizophrenia, making no
reference to PG and the link with criminal behavior. The patient
was sentenced only to a 6-month suspended prison sentence. Four
months later, he continued his transitional employment program
and showed no further symptoms of PG.

Discussion and Conclusion

Research has shown the existence of a causal relationship
between criminal behavior and PG (9). A high percentage of sub-
jects commit offenses to finance their gambling. Addictive gam-
bling directly influences the intensity of criminal behavior. It seems
to be the most important criminogenic factor, more influential than
antisocial personality (9). To our knowledge, this is the first time
that PG has been described secondary to dopamine partial agonist
therapy in patients with schizophrenia and has led to criminal
behavior.

PG has already been reported as a complication of dopamine
agonists in patients with Parkinson’s disease (9). The central role of
dopaminergic drug therapy strengthens the hypothesis that PG is
caused by altered function of the dopaminergic reward system
(8,10). Decreased dopamine cerebrospinal fluid concentration and
increase in its metabolites, 3,4-dihydroxyphenylacetic acid and ho-
movanillic acid, have been found in patients with PG compared
with normal controls (11). This finding is thought to be related to
increased dopamine turnover and release in the brain of pathological
gamblers (11). It has been speculated that stimulation of mesolimbic
dopamine receptors may result in gambling behavior in patients with
Parkinson’s disease who receive dopaminergic treatment. In the
genetic field, research has shown that variants of the DRD2 gene,
coding for D2 receptors, have also been associated with gambling
(12). It is hypothesized that DRD2 is a reinforcement or reward
gene (10). Moreover, the role of the dopamine D3 receptor has also
been argued. In Parkinson’s disease, dopamine agonists, especially
pramipexole, are the largest independent risk factor for developing
PG (6). The relative selectivity of dopamine agonists for the D3
dopamine receptor has been postulated as a mechanism for their
association with impulse control disorder (13). Thus, PG may be an
adverse event relating to more continuous dopamine D3 receptor
stimulation, this receptor being found in the mesolimbic pathways
implicated in motivation, emotion, and reward behaviors.

In both the cases we present, PG did not occur with dopamine
agonists but with the new antipsychotic, aripiprazole, that has par-
tial agonist properties on D2-D3 dopamine receptors. Almost all
antipsychotic agents, such as haloperidol and amisulpride, are D2
dopamine receptor antagonists. On the other hand, dopamine partial
agonists are a new class of antipsychotic agents that offer an attrac-
tive option for the treatment of schizophrenia (14). They may act
as a functional antagonist in the mesolimbic dopamine pathway,
where excessive dopamine activity is thought to cause positive
symptoms, but they show functional agonist activity in the
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mesocortical pathway, where reduced dopamine activity is thought
to be associated with negative symptoms and cognitive impairment.
In clinical trials, aripiprazole-treated patients showed significantly
greater improvements in negative symptoms (15). This result led us
to start aripiprazole for our two patients to improve their negative
symptoms. They both were given a stable regimen of dopamine
antagonist (for 5 years in case one and for three and a half months
in case two), leading to a hypodopaminergic state. Thus, aripipraz-
ole, despite its partial agonist activity, may have disrupted dopami-
nergic tonus by stimulating dopamine receptors in this particular
context, thus causing PG.

Both cases present strong arguments in favor of an adverse drug
reaction, which can be assessed through seven criteria: (i) time to
onset, (ii) dechallenge, (iii) rechallenge, (iv) search for non-drug-
related causes, (v) risk factors for drug reaction, (vi) reaction at site
of application or relevant and reliable laboratory test strongly in
favor of the drug’s responsibility, and (vii) previous reports of simi-
lar drug–event associations (15). In our first case, PG started very
early, a few days after initiation of aripiprazole, whereas in the sec-
ond case, the onset was 5 months later. This discrepancy is in line
with clinical observations in Parkinson’s disease. Gallagher et al.
(6) reported that the latency of onset of PG after dopamine agonist
initiation ranges from <1 to 84 months. Furthermore, in both our
cases, PG rapidly resolved once dopamine partial agonist was dis-
continued. This close time relationship suggests a causal associa-
tion. Neurological examination, laboratory tests, and brain imaging
did not reveal any other cause. It should also be noted that both
premorbid gambling (case one) and a history of drug use (nicotine
for case one and cannabis for case two) are considered to be asso-
ciated with high-risk individuals (3,6), whereas schizophrenia is
not. On the other hand, we did not reintroduce aripiprazole on
account of ethical considerations, and there is no laboratory test to
diagnose PG. This is also the first report to present PG as a possi-
ble adverse event of dopamine partial agonist therapy. These con-
siderations do not detract from the possibility that aripiprazole was
the cause of PG.

On the other hand, a serotoninergic dysfunction seems to be
involved in PG, even if the mechanisms are not yet fully eluci-
dated. Indeed, according to Pallantini et al. (16), the acute adminis-
tration of m-CPP, a nonselective serotonin 5-HT receptor agonist,
induced an incremental behavioral and neurobiological response in
pathological gamblers compared to controls. Now, aripiprazole
appears to be a high-affinity partial agonist at the 5-HT1a receptor,
a high-affinity antagonist at the 5-HT2a ⁄ 2b receptors, a moderate-
affinity weak partial agonist at the 5-HT2c receptor, and a high-
affinity weak partial agonist at the 5-HT7 receptor (17). Further
studies are necessary to determine the way in which the serotonin-
ergic function could be involved.

As argued by Drapier et al. (18), the remarkable point in this
kind of observation is that drug treatment can be responsible for
planned and structured behavioral disorders. PG is one of these dis-
orders, and it may entail social or even legal repercussions that
could be highly damaging to patients and their relatives. Research
has confirmed the existence of a causal relationship between crimi-
nal behavior and PG (9). In both cases we report, physical offenses
were the direct consequence of PG.

French law provides for three possibilities in the case of people
with mental illness who commit offenses: (i) total responsibility as
the defendant’s symptoms did not affect his ⁄her discernment and
control of behavior, (ii) partial responsibility as the defendant’s
symptoms partially affected discernment and control, and (iii) irre-
sponsibility as the defendant’s symptoms wholly affected discern-
ment and control. In the case of the first patient, his sister did not

take legal action, but the second patient was sentenced for theft. As
he was known to suffer from schizophrenia, the attorney appointed
a psychiatric court expert before the trial to assess his responsibil-
ity. The expert concluded on partial responsibility related to the
negative symptoms of his schizophrenia that could sometimes lead
to impulsive acts of aggression toward others. The role of PG was
not considered. Blaszczynski and Silove (2), considering the role of
PG, observed that the judicial system is being increasingly con-
fronted with the argument of diminished responsibility for gam-
bling-related offenses. They concluded that a diagnosis of PG does
not diminish legal responsibility but is a factor that should be con-
sidered in sentencing. The PG of our second patient occurred in
association with schizophrenia and secondary to a drug treatment.
We believe, in this particular case, that legal irresponsibility should
have been discussed in light of the close time relationship between
aripiprazole, PG, and criminal behavior.

To our knowledge, this is the first time that PG, a planned and
structured behavior disturbance, has been described as occurring
secondary to dopamine partial agonist therapy in patients with
schizophrenia. Elsewhere, addictive gambling behavior has been
shown to have a direct influence on the intensity of criminal behav-
ior. This is in line with both our clinical observations in which
patients committed physical offenses. Considering the putative link
between aripiprazole and PG in these two clinical observations,
criminal irresponsibility should have been argued.
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Letter to the Editor—A Rejection of ‘‘Working Blind’’ as a
Cure for Contextual Bias

Sir,
It seems that everywhere we now turn, we are reminded (or

chided) of the fearsome dangers of contextual bias. Nearly every-
one concedes that it is a potential danger, but the remedies are not
so clear. Some advocate that the forensic worker be denied any
information concerning the case apart from that which is absolutely
necessary to conduct the indicated analysis or examination. Others
have suggested that there be a sequential unmasking of the case
following an initial workup, in order that the laboratory will have
an opportunity to determine whether the tests that have been run
have been appropriate. Others maintain that the dangers of contex-
tual bias are overblown, and that it is adequately addressed by, or
at least minimized by, the technical reviews required by accredita-
tion programs.

Whatever the best mechanism is for quelling contextual bias, it
would not seem to reside in depriving the forensic worker of full
information concerning a case, the ‘‘working blind’’ approach. Yes,
that would insulate the worker from knowing, for example, that the
suspect has confessed, or being informed of other information that
would not form a legitimate aspect of the forensic scientist’s techni-
cal review. But this tactic presents another danger. The evidence
may be submitted by an investigator, or at the behest of an attor-
ney, neither of whom may be poised to determine precisely which
tests should be run. One may have a degree in history, the other
may have a few hours of physical evidence instruction, and either
or both may be guessing as to what needs to be done. The evi-
dence is nevertheless submitted, accompanied by a request to run
Tests A, B, and C.

If the case is fully revealed, the laboratory may realize that Test
C is silly. A rational person, and certainly a rational scientist,
doesn’t stand back and say, ‘‘Look what I just did, wasn’t that
silly? And I knew it was silly when I did it. But I did it because a
lawyer asked me to!’’ In addition to realizing that Test C would be
worthless, the laboratory may realize that what the evidence really
needs, in addition to Tests A and B, are Tests D and E. The time

to realize that Tests D and E are needed is at the outset, not on the
eve of trial, or worse, upon cross-examination.

Furthermore, it is a fallacy to believe that if contextual bias is
dealt with, in whatever fashion, the slate is wiped clean of bias and
that all professional obligations have been satisfied. What about the
following?

Outcome bias, In-group bias, blind spot bias, negativity bias,
selection bias, authority bias, omission bias, self-serving bias,
publication bias, language bias, outcome variable selection
bias, within-study reporting bias, coding bias, citation bias, gray
literature bias, sampling frame bias, bogus control bias, contami-
nation bias, compliance bias, case definition bias, previous opin-
ion bias, one-sided reference bias, and on and on.

It is much more important to recognize them than to know the
most appropriate name for them.

I reject the insinuation that we do not have the wit or the intel-
lectual capacity to deal with bias, of whatever sort. If we are
unable to acknowledge and compensate for bias, we have no
business in our profession to begin with, and certainly no legitimate
plea to the indulgence of the legal system. We can deal with bias,
but we must work at it. Not just because the National Academy of
Science is telling us that we must work at it, but because it is, and
always has been, our professional responsibility. Arguably it is an
ethical responsibility as well. Working at it is much to be preferred
than being blinded and hobbled. And working at it does not mean
burying our heads in the sand, being exposed to just a whiff of the
entire case because of the trepidation of being accused of bias. As
a mature profession of competent and responsible scientists, we
should always countenance the possibility of bias, vanquish it when
necessary, and report out our work with courage and authority.

John I. Thornton, D. Crim.,
1093 Lokoya Road,
Napa, CA 94558
E-mail: wildthorn@starband.net
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Commentary on: Hlastala MP. Paradigm shift for the alcohol
breath test. J Forensic Sci 2010;55(2):451–6.

Sir,
The toxicology paper by Michael P. Hlastala, March, 2010, Vol

55, page 451–456, had the eye-opening title ‘‘Paradigm Shift for
the Alcohol Breath Test.’’ I searched the article for ground-breaking
experimental evidence by his hand relating to the title but found
none. Hlastala asserts in several places that it is erroneous to con-
sider the air in which the ethanol is measured as representative of
alveolar air, which in turn is directly equilibrating with arterial
blood. So, if the ethanol source measured in breathalyzers is not
ultimately the circulating blood, what is the source? Reading the
paper, in one place you get the idea that the ethanol comes from
the trachea and airways leading to the lungs; elsewhere in the
paper, the correlation of breath air ethanol and arterial blood is
acknowledged.

Hlastala’s argument is like saying that the head space sampling
GC used in laboratories to determine blood ethanol measures etha-
nol in the GC column and not in blood. There is no question that
some of the ethanol coming from the lungs partitions in the airway
linings. One sure evidence that the expired gas (air) is from arterial
blood is the constant percent of carbon dioxide in exhaled air.
Hlastala points out many things we already know, such as ethanol
being water soluble, and that the partition of ethanol in air ⁄ water is
temperature dependent. Hlastala states (p. 454), ‘‘Lindberg et al.
(52) have shown a strong correlation between BrAC and arterial
alcohol concentration,’’ contradicting other statements in the article.

Hlastala’s key evidence is Fig. 4, data calculated using a mathe-
matical model of the human airway structure by another author
whose name is not in Hlastala’s current paper. The correlation of
blood ethanol and a properly obtained breath sample goes back at
least 50 years (as the author admits). At the last AAFS meeting this
February in Seattle, a paper authored by M. R. Corbett confirmed

the blood ⁄ breath ratio as an average value 2286:1 after absorption.
The ratio of 2100:1 is used in standard breath testing, thereby
always favoring the defendants. The ratio has been confirmed by
R. Moore in J. Analytical Tox., 15, 346(1991), and many times
before this.

The purpose of the breath test is not to determine blood ethanol
content (BAC) accurate to the thousandth place, but to make the
roads and highways safer. In achieving this end, per se laws have
been established BAC concentrations, which presume significant
impairment above either 0.08% or 0.10%, depending on the state.
In most if not all USA jurisdictions, breathalyzer results are trun-
cated to two digits and then take the lowest of duplicate results
(when performed in duplicate). Consider also that the 2100:1 ratio
nearly always underestimates the true BAC at the time of breath
testing. The fact that there may be large percentage errors below
0.04% is of no consequence. By truncating the breath test result,
some defendants get more allowance than others; however, this is a
separate issue. Hlastala was concerned that smaller persons would
have to provide a bigger fraction of their breath than big people
and thus be treated unfairly. By that argument, everyone would
need to have his ⁄ her BAC adjusted to their particular blood ⁄body
ethanol distribution ratio.

I do not believe the Hlastala paper should have been published
as a regular experimental paper, but perhaps as an opinion paper.
All experiments and data were from other papers, and the key
information was constructed mathematically from a model of the
airway. No toxicologist in recent years has advocated a change in
the standard ratio, because the ratio used today, 2100:1, matches up
with reality.

Theodore J. Siek,1 Ph.D.
1Forensic Toxicologist, ABFT, 315 Beaver Road
Southampton, PA 18966
E-mail: Theodore.Siek@verizon.net
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Author’s Response

Sir,
I appreciate the comments by Dr. Siek. In responding to the

letter, it is clear that some further explanation is needed regarding
the circulations of the lungs. Human lungs have two circulations.
The pulmonary circulation brings poorly oxygenated and hyper-
capnic blood to the alveoli of the lungs. This systemic venous
blood originates in the tissues and passes through the right heart
on the way to perfusing the alveoli. In the alveoli, blood picks
up oxygen from and delivers carbon dioxide to the alveolar air.
The systemic arterial circulation originates from the left side of
the heart. A small fraction of the systemic blood flow (about 1%)
perfuses the airway tissue via the bronchial circulation with blood
that is oxygenated and nutrient rich. While oxygen and carbon
dioxide exchange with the pulmonary circulation, highly soluble
gases like ethanol exchanges within the airways with the bron-
chial (systemic arterial) circulation. The alcohol measured in the
breath test comes from the airway mucosa and originates from
the bronchial circulation. Breath alcohol concentration more clo-
sely correlates with systemic arterial concentration during both the
absorption and elimination phases.

Dr. Siek indicates that ‘‘one sure evidence that the expired gas
(air) from arterial blood is the constant percent of carbon dioxide
in exhaled air.’’ Carbon dioxide has a much lower solubility in
blood than alcohol. Carbon dioxide comes from venous blood and
exchanges in the alveolar portions of the lungs. Alcohol, having a
much greater solubility, exchanges in the airways with the systemic
arterial blood. For more information, please see reference 43. The
exchange of alcohol is analogous to that of water vapor, which
completely exchanges with and fully saturates inhaled air before it
reaches the alveoli. Exhaled carbon dioxide concentration depends
on a balance between carbon dioxide production and alveolar
ventilation.

Dr. Siek is concerned that the data in Fig. 4 come from another
author. Dr. Hlastala is a coauthor of the paper cited (ref. 30). The
first author on that paper, Ms. Tsu, did not participate in the
writing of the current study.

Dr. Siek mentions that ‘‘Hlastra (sic) was concerned that smaller
persons would have to provide a bigger fraction of their breath than
big people and thus be treated unfairly.’’ People with smaller lung
volumes are treated unfairly by the present breath test because they
have greater breath alcohol concentrations for the same blood
alcohol concentration (see ref. 16). This alone is sufficient justifica-
tion for modification of the breath test because it is not fair for
everyone.

Dr. Siek is concerned that ‘‘no toxicologist in recent years has
advocated a change in the standard ratio, because the ratio used
today, 2100 ⁄ 1, matches up with reality.’’ The whole point of our
study is that an alcohol partition ratio for alcohol does not exist in
the human lungs. ‘‘Partition’’ requires equilibrium, which never
occurs in lungs for alcohol. The exchange of alcohol occurs in the
airways during both inspiration and expiration. No steady state
exists, and therefore, the term partition ratio does not apply to
breath testing. Alcohol comes primarily from the airway mucosal
surfaces and not the alveoli. The assumption of the alcohol breath
test is that alcohol comes from the alveolus and that the concentra-
tion of alcohol in end-exhaled air is equal to the alcohol concentra-
tion in the alveolar air, which is in equilibrium with the venous
blood. My study shows that this assumption is not true and that the
alcohol breath test is not based on sound science. Furthermore,
the use of per se alcohol breath measurements does not account for
the known scientific error that is inherent in breath alcohol testing
(or any other scientific measurement). Certainly, the scientific com-
munity would not accept data for publication without statistical
analysis and a range of error for the reported results. This require-
ment should also apply to court proceedings.

To date, there has been no experimental evidence published to
support the hypothesis that alcohol comes from the alveolus. Alve-
olar exchange of ethyl alcohol is an assumption that has never been
validated.

Michael P. Hlastala,1 Ph.D.
1Department of Medicine, Division of Pulmonary and
Critical Care Medicine, University of Washington School of
Medicine, Seattle, WA 98195-6522.
E-mail: hlastala@u.washington.edu
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Commentary on: Heaton V, Lagden A, Moffatt C, Simmons T.
Predicting the Postmortem Submersion Interval for Human
Remains Recovered from U.K. Waterways. J Forensic Sci 2010;
55(2):302–7.

Sir,
The authors address an interesting problem in daily forensic

practice, the estimation of the postmortem submersion interval for
bodies recovered from waters. They found a correlation between
degree of decomposition and accumulated degree days (ADD).
From this correlation, the postmortem submersion interval can be
inferred by summing the average daily temperatures from the date
the body was recovered retrospectively until the estimated ADD is
reached (1). However, because of the wide range of ambient tem-
peratures, only very rough estimations are possible. As far as the
authors state that only few investigations have been carried out on
aquatic decomposition and that there is a growing need for more
systematic studies, they are obviously not aware of the investiga-
tions carried out by the German forensic pathologist Reh more than
40 years ago (2–4). This may be because of the fact that these
investigations were published in German. They are widely accepted
and part of the German textbooks (5–8). In 1967 and 1969, Reh
published a table for the estimation of the time interval of immer-
sion taking into account the actual water temperature and morpho-
logical findings of bodies immersed in water identified during the
external or internal examination of the body. These investigations
were originally carried out on 277 bodies, mainly recovered from
the river Rhine, with a known postmortem interval, with the aim to

answer the question if there is any correlation between time of
immersion and water temperature on the one hand and signs of
decomposition on the other hand. The bodies were mainly recov-
ered from the Rhine and Rhine harbour in D�sseldorf (70%) and a
smaller part (30%) from other stagnant or running waters, lakes,
and pools. The water temperatures at the place and at the time of
recovery were taken 0.5–1 m below the surface. Altogether 16
signs of decomposition were taken into consideration in each case
(Table 1, left column). Reh found a high correlation between the
progression of putrefaction and water temperature (Fig. 1). The
higher the water temperature, the sooner a definite stage of decom-
position is achieved, for example, in July the Rhine has a water
temperature of about 18�C. It takes a minimal time of about
2–3 days for the development of gas emphysema, liquefaction of
brain, or loosening of toe nails. In December, the water temperature
of the Rhine is about 4�C and it takes about 28 days until the same
signs of decomposition have developed.

From the average water temperature for each month and the
stages of decomposition, Reh developed a table with a minimum
time interval of immersion (Table 1). In the left column, the signs
of decomposition (no. 1–16) and in the heading line the months are
shown. Every month correlates with an average monthly water tem-
perature (shown in the row below). As many criteria as possible
should be used for estimating the minimum time interval since
immersion. With more than only one or two criteria, the result gets
more reliable. Every sign of putrefaction is correlated to the mini-
mum time in which this sign can be developed. For estimating the
minimum time interval of immersion, the average water

TABLE 1—Reh’s table to estimate the minimum time interval of immersion.

Month Jan. Feb. Mar. April May June July Aug. Sept. Oct. Nov. Dec.

Ø Median water
temperature (�C)

3.5 3.9 5.8 9.9 13.0 17.4 18.6 18.6 17.3 13.2 8.8 4.7

1. Marbling 32 25 16 (23) 9–10 4–5 2 1–2 2 3 4–5 10 17
2. Distension of

tissues by gas
35 25 16 (23) 10 4–5 2–3 2 3 3–4 7 10 17

3. Discoloration of
the body

35 25 16 (23) (14) 4–5 2 2 3 3–4 7 10 17

4. Peeling of the
epidermis

35 25 16 (23) (16) 4–5 3 2 3 3–4 7 10 17

5. Hair lost 35 25 16 (23) 10–12 4–5 2–3 2–3 3 3–4 7 10 17
6. Hands: beginning

of wrinkling
(1) (1) 28–30 (12 h) (6 h) 2 h 2 h (1)

7. Nails become
loose

Over 35 (40) 30–32 23 16 5 2–3 3 3 3–4 11 17 28

8. Peeling of skin in
glove form

35 (45) 23 16 10 3 3 3–4 4 7 20 28

9. Nails lost Over 53 45 30 (40) 21 14 8 3 4 10 Over 11 20 Over 35
10. Feet: beginning

of wrinkling
(1) (1) (12 h) (1) (6 h) 0.5 h 2 h 2 h (1)

11. Nails become
loose

Over 53 40 26 (35) 17 10 5 3 4 8 12 17 28

12. Peeling of skin Over 53 60 35 16 10 5 3 5–6 8–9 Over 11 (14) 20 28
13. Nails lost Over 53 Over 60 53 Over 35 Over 28 Over 10 3 Over 10 Over 10 Over 11 Over 20 Over 35
14. Transudate in

pleural cavity*
35 25 (40) 18 (35) 10 5 3–4 3 3 11 5 Over 20

15. Heart without
blood

Over 39 32–34 (40) 23 14–15 9 4 3 3 5 11 20 28

16. Brain liquefied 35 30 (40) (23) 14–16 5 3–4 3 3 6 10 17 28

Left column: signs of putrefaction. First line: month. Second line: mean water temperature of the month according to measurements of Reh. Following lines:
minimum time of immersion for the corresponding water temperature. Minimum time of immersion in days. Values given in parentheses, maximum time.

*>500 mL in adults.
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temperature which is nearest to the actual water temperature at the
time of recovery is considered and not the water temperature of
the actual month. Reh proposes to use the water temperature of the
day of recovery for the estimation. With the help of this chart, not
only the minimum time interval of immersion can be estimated but
also the maximum interval by considering those criteria which have
not yet developed on the body.

Quite good experiences with Reh’s table have been reported (9).
The chart is obviously much better than the formerly used rules of
thumb and takes the actual water temperature for the estimation of
the time since death into consideration quantitatively. However, a
recent re-evaluation of this chart revealed some shortcomings (10).

The water temperatures of the river Rhine have increased during
the last 40 years. For higher water temperatures (over 20�C), Reh’s
table is unreliable and further investigations are necessary, espe-
cially for higher water temperatures on the correlation between
temperature and progression of putrefaction. For lower tempera-
tures, the chart can be used even today. However, the actual mea-
sured water temperature of the day of recovery should be used for
estimating the time of immersion. If a longer time of immersion is
assumed or considerable fluctuation of water temperature has to be
taken into account, the average temperature for the missing time
should be used. Because of the monthly fluctuation of the water
temperature, it is not advisable to estimate the time of immersion
on the basis of the month of recovery without regarding the daily
water temperature. The outlook of Heaton et al. that it may be fea-
sible to construct a decomposition time table that allows investiga-
tors to estimate a more accurate postmortem submersion interval
for bodies has thus already been fulfilled 40 years ago. However,
as a result of its publication just in German, obviously no notice of
this decomposition time table was taken. With proper and cautious
application, it is a great help in routine casework.
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FIG. 1—The dependence of putrefaction on water temperature and time
of immersion. X-axis: month from January to December. Left Y-axis: tem-
perature in �C. Right Y-axis: time of immersion in days. The higher the
water temperature the sooner definite stages of putrefaction develop.
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Authors’ Response

Sir,
My co-authors and I graciously thank Madea and Doberentz for

their contribution to the discussion of aqueous decomposition. We
are particularly grateful to them for drawing to our attention the
previously published work of Reh and others, of which we were
indeed unaware because of its publication in the 1960s and 1970s
in the German language. Although I (TS) read quite a few lan-
guages, alas, German is not among them. We therefore read with
interest this commentary and the accompanying table derived from
Reh’s original research.

Madea and Doberentz contend that, based on Reh’s work, the
task of estimating ‘‘a more accurate postmortem submersion inter-
val for bodies has thus already been fulfilled 40 years ago.’’ Per-
haps it might be more accurate to say that it was partially fulfilled
40 years ago for local conditions of submersion of short duration
with regard to accumulated degree days (ADD) and decomposition
stage. Although we agree that Reh’s table would doubtless be help-
ful to pathologists in Germany, its main shortcoming in an anthro-
pological perspective is that it only describes very early
decomposition stages involving soft tissue changes alone, and never
progresses beyond an accumulation of degree days that is quite
small in magnitude. Our study integrated decomposition stages
through to skeletalization and body part loss into a standardized
scoring system. The maximum calculable ADD from the table pro-
vided by Madea and Doberentz is ca. 365; this occurs in the month
of May, where ‘‘nails lost’’ occurred at ‘‘over 28 days.’’ Since
unfortunately we cannot calculate how much over 28 days this
may have been, 28 days multiplied by the average water tempera-
ture of 13.0�C equals only 364 ADD. In contrast, the formulae in
our study incorporated data from bodies submerged up to 2051

ADD. Furthermore, as Madea and Doberentz allude themselves,
the figure of 354 ADD would only be accurate if the body was in
the water solely during the month of May and not for part of April
when the water was colder (9.9�C) or part of June when the water
was warmer (17.4�C).

The clarity of Reh’s table reproduced here is somewhat vague
concerning the number of cases represented by each observation,
the range of ADD when these features appeared and which features
appeared congruently; I do regret being unable to read the original
publication thoroughly, as no doubt the original text fills in these
gaps. It would also be good to know, statistically speaking, how
accurately this research has proved with new casework, and it
might be very interesting indeed if Reh’s original observations
could be scored on the new total aquatic decomposition score
(TADS) scale we presented with proper ADD’s calculated from the
water temperature data. We would be interested in seeing these
data compared to our own and testing the predictive accuracy of
our equation on the German cases.

Our research group is currently undertaking new work testing
the application of our equation to: (i) calculating postmortem sub-
mersion interval (PMSI) for submersed bodies in other countries,
where water temperature ranges are similar to those of the U.K.;
and (ii) calculating PMSI for bodies recovered in warmer waters in
the Gulf of Mexico. We hope to continue this discourse upon its
completion.

Tal Simmons,1 Ph.D.; Colin Moffatt,1 Ph.D.;
Vivienne Heaton,1 M.Sc.; and Abigail Lagden,2 M.Sc.
1University of Central Lancashire, School of Forensic and
Investigative Science, Preston PR1 2HE, UK.
2National Policing Improvement Agency, Crook, County Durham,
UK.
E-mail: tlisimmons@uclan.ac.uk

J Forensic Sci, November 2010, Vol. 55, No. 6
doi: 10.1111/j.1556-4029.2010.01518.x

Available online at: onlinelibrary.wiley.com

1668 � 2010 American Academy of Forensic Sciences



BOOK REVIEW

Peter M. Marone,1 M.S.

Review of: Implementing Quality in Laboratory
Policies and Processes

REFERENCE: Christian DR. Jr., Drilling S. Implementing
quality in laboratory policies and processes using templates,
project management, and six sigma. Boca Raton, FL: CRC
Press, 2010, 1416 pp.

The primary audience of this text, as indicated by the authors, is
the newly appointed Quality Assurance Manager. It is hoped that
these folks will not be intimidated by the sheer size of the text—
2.5 kg and all of 1416 pages—because, in truth, the majority of the
work is a compilation of appendices that include definitions, forms,
worksheets, and templates. All of these are very comprehensive
and bring together a significant amount of information in a single
source. As such, they are of tremendous value as a starting point
for what lies ahead. The authors have provided good descriptions
of the duties of the quality manager and the importance of this
position not only to the overall success of the project, i.e., develop-
ing a Quality System but also to implementing and maintaining the
system on a long-term basis. On the other hand, outdated language
from the ASCLD ⁄ LAB ‘‘Legacy’’ program is used throughout the
text rather than the terminology used in connection with ISO-com-
pliant accreditation programs. This could be a source of confusion
to some readers.

Chapter 3 explains project management, not in its broadest sense,
but rather as what is needed to develop a systematic approach to the
design of the QA methods, manuals, and procedures. This section
explains planning, setting milestones, and, most importantly, setting
realistic expectations. While the information regarding Six Sigma is
useful and has value, its placement immediately following the pro-
ject management chapter may be confusing. While Six Sigma is a
powerful tool that can be used to improve process and quality, its
application is usually for repetitive processes and uses a different set
of nomenclature. The flow of the information to the reader would
be served by relocating this information elsewhere in the text.

Chapter 5 deals with Accreditation programs and is titled, ‘‘Out-
sourcing Quality Assurance Programs.’’ To make the case that

quality assurance can be outsourced; the authors utilize the ASCL ⁄
DLAB Legacy program wording and compare it with wording
from ISO ⁄ IEC 17025. Unfortunately, while the Legacy program
still is being maintained, no new laboratories can apply for accredi-
tation under that program. Currently, only ISO ⁄ IEC 17025 is used
for accrediting forensic laboratories. The logic used is a stretch at
best. Additionally, Chapter 5 indicates that one of the independent
third parties providing accreditation is the International Standards
Organization. This organization does not perform any accrediting.

The next few chapters deal with the development of various
types of manuals, very deftly providing valuable, generic direction
on policy, operational, and technical methods manuals. These are
all short, half-page summaries of the various topics included in the
technical methods manuals. Some of the sections such as ‘‘Error
Rates and Confidence Limits’’ could have benefitted by providing
more detail in context. Use of the terms without clarification or
explanation is unfortunate, as these are of special interest to the
community.

Chapter 9 deals with the creation and use of criteria files. Again,
the authors compare the ASCLD ⁄ LAB 2005 Legacy program (the
current version is 2008) with ISO ⁄ IEC 17025 regarding the effi-
cacy of a document prepared to facilitate the linking of applicable
policies and procedures with specific criteria (in the legacy program
and standards in 17025). Again, inclusion of an accreditation docu-
ment such as the ASCLD ⁄ LAB Legacy program may be confusing
to some readers and is unnecessary because that program is no
longer available to new accreditation applications. Additionally,
there is no mention of the supplemental requirements document,
which is what makes the 17025 accreditation specific to forensic
science laboratories.

Despite the shortcomings, this is a great resource for those
intending to or even in the midst of preparing for accreditation.
The numerous forms, tables, and templates, which include a useful
example of a health and safety plan, serve as good starting points,
and are enhanced by some good directions and explanations.

1Director, Virginia Department of Forensic Science, 700 North 5th Street,
Richmond, VA 23219.
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BOOK REVIEW

Susan M. Ballou,1 M.S., D-ABC

Review of: Crime Scene Investigation: The
Forensic Technician’s Field Manual

REFERENCE: Young T, Ortmeier PJ. Crime scene investi-
gation: the forensic technician’s field manual. Upper Saddle
River, NJ: Prentice Hall, Pearson Education, Inc., 2010,
433 pp.

Right at the beginning, I was unsure about the contents of this
book. The cover art deceives the reader, and my first impression
was that I received the wrong book to review. A double helix on a
book cover generally implies the book topic will address DNA not
Crime Scene Investigation as is the title of this book. I understand
that the latest mantra is to test everything for DNA but basic crime
scene collection is so much more than that. I also understand the
desire to deviate from the common cover art, such as crime scene
tape or a chalk outline of a body, but a double helix should not
have been an option.

Overall, I enjoyed the layout of the book. The chapters provided
quite a bit of information that was reemphasized by questions and
lab exercises. The crowning glory at the end of each chapter was a
case study relevant to the chapter topic. The addition of the case
study provided the reality check or the substantiation for paying
attention to detail and following protocols as explained in the chap-
ter. If the reader fails to understand the severity of not collecting
trace evidence, conducting poor chain of custody, or using impro-
per lighting techniques, the case study provides the shock factor
that they will be memorialized as the person that messed up and
why.

I also appreciated the number of photographs provided in each
chapter. Individual interpretation of an instructional paragraph can
differ but the addition of pictures clarifies the writer’s intent. The
old saying still holds true ‘‘pictures are worth a thousand words.’’
My disappointment was the caption limitation provided under
some of the photographs. Captions were general and reading the
associated chapter text did not match to what the photograph was
demonstrating. Additional caption descriptors would have made
the layout much more enjoyable.

I was disappointed in the limited information provided on lens
filters (page 32) under the photography chapter (chapter 2) as this
type of information should be practiced right at the onset and its
value not left for recognition after garnering years of experience.
The revelation of blood stains or pattern evidence through the use
of the appropriate filter requires an individual prone to detail and
knowledgeable in medium’s characteristics.

Chapter 7—Special Case Crime Scenes was a good touch. The
information on internal affairs is overlooked in many books on

crime scenes and this brings to light the unique scenarios the crime
scene technician may be responsible for.

There were errors that alluded to the authors’ unfamiliarity with
some of the topics. This arises when writers do not actually
conduct the work but rely on a literature education. Some examples
were selected to give a view of my concerns.

• Chapter 4: On page 73, the generally accepted process for
proper packaging is offered, yet this is contradicted on page 88
where the instructions for collecting seminal fluid on a swab is
to dry it, package it, and freeze it. This is the first mention of
freezing evidence, and the reason for the deviation from the
page 73 process is not offered. Federal agencies as well as
some State and Local laboratories have carried out research,
showing freezing does not make a difference as long as the evi-
dence is properly dried and stored in an area with controlled
humidity.

• Chapter 7: Point of origin for fire, page 181, is identified as the
area usually containing the heaviest fire damage. The word
‘‘usually’’ should have been highlighted, bolded, put in italics,
or subjected to any alternate form to pop this word to the atten-
tion of the reader. Over the past 5 years, fire research has
shown that the heaviest fire damage is not generally where the
fire originated and other means of determining point of origin
have to be taken into consideration.

• On page 186, the reason why oral swabs are collected from a
victim is when oral copulation occurred. The SANE organiza-
tion is and has been collaborating with the crime laboratory
personnel to determine the best way to obtain known physical
evidence as un-invasive as possible. The collection of oral
swabs to determine whether oral sex occurred is one of the
reasons for collecting an oral swab, another reason for collecting
oral swabs ⁄buccal swabs is for obtaining the victim’s DNA
eliminating the need to draw blood.

• The sex crime scene information directs the reader to be alert to
collect seminal fluid if the perpetrator ejaculated and did not
wear a condom. These instructions should be removed from the
book as they are unfounded. I have had many cases where the
proposed suspect did wear a condom (as determined from inter-
views and subsequent identification of material evidence) and
seminal fluid was still found. There are many reasons for this,
such as the condom was defective, the same condom was used
multiple times, and the condom was subjected to extreme
factors. Basically, the crime scene technician should approach
the crime scene expecting to collect all forms of evidence and
not go in with blinders because of a restrictive statement, such
as someone wore a condom.

• Page 193 addresses cleaned crime scenes and in this section,
luminol and fluorescein are discussed. I was surprised at the

1Program Manager for Forensic Science, Office of Law Enforcement
Standards, NIST, Gaithersburg, MD.
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limited information provided. Luminol is used more often than
the book suggests and it is imperative the crime scene techni-
cians understand all aspects. For example, they should recognize
the major false positives (metals, cleaning agents containing
hypochlorites, such as bleach) and how these false negatives
will affect the interpretation of results in a car, bathroom, or
kitchen where metals and cleaning agents are regularly used.
Photographs depicting a bathroom response to luminol treatment
should have been included and the possible carcinogen affects
of luminol and fluorescein should have been discussed.

• Chapter 10: Several erroneous statements exist in this chapter,
evident that the writer does not conduct firearm examinations.
For example, the chapter includes a statement that grooves in a
gun barrel are bored. When in fact the grooves are cut or
formed in the barrel. On page 265, the directions to safely
handle a semi-automatic pistol should be revised, specifically
the step-by-step direction #5 that incorrectly implies that all
pistols have slide mechanisms that ‘‘lock’’ the slide back. The
reference to the detection of nitrates by the Griess test should
be corrected; the Modified Griess test identifies nitrites and
reduces the carcinogen hazard. In addition, the definition of
gunshot residue is incomplete. The chapter provided

assumptions to the mode of death with contact wounds when
the distance is only one factor taken into consideration in the
investigation.

• Chapter 12: This chapter was very different from all the rest
and why it was presented in its fashion eludes me. I cannot
fathom why the crime scene technician should be required to
understand addictions, the human response to narcotics, the
ingestion pathways, and all the background information on each
drug. This chapter would have been more appropriate for a
basic pharmacology book. Generalization errors existed, such as
the explanation of the difference between crack and powder
cocaine, which is more than one is hard and the other is
powder.

The impression garnered from this review is the authors had
their comfort zones and relied on other information resources to fill
in the gaps. Of course this is to be expected, one person should
rely on other experts to supplement their knowledge. I agree this is
a good book to provide to anyone interested in activities associated
with crime scene investigations but it could have been an excellent
book with the use of expert forensic scientists assisting with the
writing and editing.

BOOK REVIEW 1671



BOOK REVIEW

Phoebe R. Stubblefield,1 Ph.D.

Review of: The Immortal Life of Henrietta
Lacks

REFERENCE: Skloot R. The immortal life of Henrietta
Lacks. New York, NY: Crown Publishers, 2010, 370 pp.

Skloot, a science writer and historian, has produced a compre-
hensive description of the origins, social and cultural settings, and
social and scientific outcomes surrounding the existence of the cell
line labeled HeLa. This book is primarily a historical document
containing not just the origin of the HeLa cell line, but also a his-
tory of those perhaps most immediately affected by the develop-
ment of the cell line. Based on the title alone one might assume
that the book is solely about Henrietta Lacks, her life and death,
and how the HeLa cell line affected her family. Skloot provided a
voice for many with a role in this story, such as the doctor who
treated Mrs. Lacks’ cancer, the biologist George Gey, his wife and
staff who cultured the cell line, peers and friends of the Lacks’
family who sought recognition and compensation for the family,
and a variety of scientists and research subjects who participated in
the use or misuse of the cell line.

The dominant focus and strength of this book is as a history and
biography of Henrietta Lacks, beginning with slavery under the
White Lacks and progressing to the events that brought them to
Baltimore and Johns Hopkins. The detailed descriptions, such as of
life in the Lacks’ hometown of Clover, VA, and reconstructions of
Henrietta’s behavior and personality, demonstrate to the reader that
Henrietta Lacks was a person with a life and family, who was
affected by events leading to her involvement in a major scientific
milestone. Skloot quotes a memorial tribute to George Gey in
which he is described as the right man in the right place, etc., for
the scientific discovery of the HeLa cells to have occurred. By
writing this book Skloot distributes the credit more broadly and
equitably. Development of the HeLa cell line involved the juxtapo-
sition of events far beyond Gey’s ingenuity, including Johns Hop-
kins provision of health care to the poor and deeply pigmented, a
war machine that brought the Lacks to Baltimore, a poorly edu-
cated family and cultural norms that required acquiescence to medi-
cal authority, and social norms supporting scientific use of
discarded tissues.

About a third of the book covers Skloot’s interactions with the
Lacks family and their peers, especially her connection to Deborah,
Henrietta’s daughter. This is where Skloot presents her own role in
Henrietta Lacks’ biography, despite that when relating to Deborah
in particular, and the Lacks family in general, Skloot found herself
to be quite the outsider. Eventually, Deborah and Skloot join forces
to investigate the history of the older sister Deborah never met, the
account of which being both nightmarishly horrific and encourag-
ing to those interested in their own genealogical research. The sum-
mary result of Skloot’s connection with the Lacks family and her
friendship with Deborah is to reveal the deep conflict and ambiva-
lence the Lacks family had toward the existence of the HeLa cells.

The early chapters alternate between the past and present, which
supports the dominant historical theme, but weakens the sense of
following scientific progress. Those interested in how the Lacks
were affected by the HeLa cells and their perspective toward their
role in cellular biology history will find this information spliced
between interludes with the scientists, businessmen, lawyers, and
politicians developing the use of the HeLa cells. Those interested
in a history of HeLa-related milestones and discoveries will find a
limited quantity here, and much of it presented in anecdotal form.

Skloot is clearly sympathetic to the Lacks and anyone else who
has found out the hard way that they have no partnership or intel-
lectual property in commercial discoveries derived from his or her
seized or discarded tissues. A few chapters in the third part of the
book address this theme, but Skloot restricts her strongest com-
ments to the Afterword, a discussion of the most frequently asked
question about the book—‘‘Don’t doctors have to tell you when
they use your cells in research?’’ Skloot discusses the broad issue
of property rights to cells, tissues, physiological processes, and
DNA and presents the American Civil Liberty Union’s lawsuit
against Myriad’s patents on the BRCA1 and 2 genes as an example
of a potential shift against the prevailing attitude that commerciali-
zation promotes scientific discovery. Considering that as of this
writing Myriad’s patent has been overturned, Skloot’s book is quite
a timely entry into our public consideration of the management of
our private biology.

1Assistant Professor and Director Forensic Science Program, University
of North Dakota, Grand Forks, ND.
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BOOK REVIEW

Mary A. Bush,1 D.D.S.

Review of: Forensic Dentistry, 2nd edition

REFERENCE: Senn DR, Stimson PG. Forensic dentistry,
2nd edn. Boca Raton, FL: CRC Press, 2010, 437 pp.

This volume represents a completely revised version of the 1st
edition with a new editor, Dr. David Senn, joining Dr. Paul Stim-
son. The chapter titles have for the most part been replaced or
revised, and there are new contributors. As with the 1st edition, the
format of the book follows that of a scholarly text with references.

This is a lengthy volume with 18 chapters. Topics are covered
that are related to forensic dentistry as well as other disciplines of
forensic science.

The introductory chapter on Science, the Law and Forensic Iden-
tification, summarizes the usefulness of forensic dentistry in a legal
setting from victim identification to bitemarks, with a discussion of
the legal significance of DNA evidence.

In Chapter 2, History of Forensic Dentistry, the reader is pro-
vided with a collection of historical case vignettes. Chapter 3, enti-
tled Scope of Forensic Odontology, consists of a summary of the
areas that a forensic dentist would be involved with. These disci-
plines are covered in depth in subsequent chapters of the book.

Chapter 4 describes Death Investigation Systems, with a discus-
sion of the current and historical context of coroners and medical
examiners in the U.S.A. Chapter 5 continues with the domain of
the Medical Examiner. This chapter explores the concept of estab-
lishing identity through various means including external and inter-
nal inspection, taking into account possible pathologies. The
chapter is illustrated with images from the morgue and crime
scene.

Fingerprints and Human Identification, Chapter 6, exposes the
reader to another area of forensic science. The history and basis of
fingerprint analysis is outlined and summarized, and various meth-
ods are described for collection of fingerprint data.

The authors of Chapter 7, DNA and DNA Evidence, provide a
useful review of methodology of DNA analysis with relevance to
dentistry. Evidence collection techniques and a glossary are
included. This is a much-needed update from the 1997 1st edition.

Chapter 8 focuses on Forensic Anthropology. An encapsulated
summary of this related field is given. Chapter 9, Forensic Dental

Identification, provides a thorough discussion of the aspects of den-
tal victim identification.

Chapters 10 and 11 explain the imaging modalities in forensic
dentistry, those of radiography and photography. The authors of
these chapters correctly deal with the transition from traditional
film to digital imaging.

The reader is provided with a succinct overview of the dental
role in Multiple Fatality Incidents in Chapter 12. Chapter 13
reviews the topics encompassing Age Estimation. Here, a synopsis
of the common dental age estimation methods is given.

The longest chapter in the book, Bitemarks, Chapter 14, opens
with a section discussing background and historical cases. In the
following section entitled Problem Cases, the authors identify by
name participants in a number of cases, under the pretext of help-
ing to prevent future errors. However, naming experts provides no
additional educational purpose and seems out of place in a text-
book. Some of the criticism leveled here is supported only by cited
personal communications. Discussion of these cases could have
easily been presented without this tactic. The chapter continues
with aspects of bitemark analysis including bitemark characteristics,
case management, and scientific considerations.

The circumstances and frequencies of Human Abuse are summa-
rized in Chapter 15, followed by a return to the subject of the first
chapter in Chapter 16, Jurisprudence and Legal Issues. The topic of
Evidence Management is covered in Chapter 17. The book con-
cludes with a chapter entitled Future of Forensic Dentistry, a chal-
lenging subject in a field undergoing rapid change. An Appendix is
provided that lists U.S. Federal and State court cases of interest in
forensic odontology.

In summary, this volume contains a variety of useful and inter-
esting information for both the novice and experienced professional.
It is illustrated with numerous black and white photographs. There
is also an insert that includes color photography. Although the title
is Forensic Dentistry, it may be best described as a collection of
topics within and surrounding the field of forensic dentistry.
Depending on reader preference, this can be seen as an added ben-
efit of the book as other areas outside of forensic dentistry are
presented.

1Suny at Buffalo, School of Dental Medicine, Buffalo, NY.
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BOOK REVIEW

George W. Clarke,1 J.D.

Review of: The Double Helix and the
Law of Evidence

REFERENCE: Kaye DH. The double helix and the law of
evidence. Cambridge, MA: Harvard University Press, 2010,
330 pp.

David Kaye, Professor of Law at Pennsylvania State University
and a contributor to the history of forensic DNA typing and its
interface with the legal system, has produced a thought-provoking
retrospective on scientific evidence and the justice system in the
United States. As described by the author, The Double Helix and
the Law of Evidence ‘‘examines the legal and scientific controver-
sies that swirled around DNA and earlier forms of genetic evi-
dence.’’ The result is an instructive survey of the events leading to
judicial acceptance of DNA testing and the often-difficult relation-
ship between forensic scientists, academics, and the world of
jurisprudence.

Kaye’s account begins with pre-DNA serological techniques—
including ABO and protein systems—and the frequent summary
treatment accorded claims of scientific difficulties by trial and
appellate courts. Included are brief case histories, particularly a few
judicial decisions critical of the roles of bench analysts—sometimes
referred to by courts through the use of critical terms, such as
‘‘mere technicians’’—in providing testimony supporting scientific
reliability and acceptance of those techniques. While certainly part
of the history of genetic marker typing, the author unfortunately
fails to include the far greater judicial case authority noting the
importance of case-level analysts in the understanding and commu-
nication of scientific acceptance, and even case law elevating ana-
lysts to greater status than academic research scientists.

However, the history provided by the author of DNA techniques
and their introduction into the legal system is detailed, accurate,
and particularly helpful to scientists and justice system participants
alike. In chapters that are aptly named, ‘‘Trial by Mathematics,’’
‘‘The Intensifying Debate Over Probability and Population Genet-
ics,’’ and ‘‘Ending the Debate Over Population Genetics,’’ Kaye
recounts the remarkable events that surrounded the admissibility of
RFLP-based technology and the accompanying population fre-
quency data that usually provided extremely small probabilities of
coincidental matching DNA profiles. In a neutral and unbiased
manner, the battles between competing experts are described, as
well as the transitions from one position to another that were often
the hallmark of a number of the experts who played prominent
roles in court hearings that resulted in decisions of admissibility or
inadmissibility of DNA profiling results. Especially useful is the
author’s narration of the events surrounding the 1992 and 1996
reports of the National Research Council, first fueling—then

extinguishing—the fires fanned by academics and others regarding
the validity of statistical estimates of the rarity of matching DNA
profiles. Kaye provides excellent insight into some of the differ-
ences between the fields of science and the law; notable among
them is the recognition that even attaching statistics to matching
genetic samples is a legal policy decision, rather than a scientific
requirement.

Moving on to the development and use of PCR-based systems,
the author describes the remarkable power of short tandem repeat
(STR) DNA testing and its ability to be successfully used even
with small and challenging samples. Further chapters and sections
are devoted to DNA databasing, mitochondrial DNA, issues sur-
rounding the interpretation of mixed DNA samples, as well as qual-
ity assurance concerns, including errors and proficiency testing of
analysts and laboratories.

The author’s most intriguing discussion—particularly so, for a
legal system participant, such as this reviewer—confronts head-on
the very treatment accorded science by courts. Kaye describes the
manner by which scientific experts are selected, the significance
of compensation for their services, and the question of neutrality.
Like others before him, the author suggests the use of neutral,
court-appointed experts to resolve questions to be answered by
courts regarding the use of scientific evidence. Yet, the very nat-
ure of the adversarial system of justice, the author notes, creates
substantial obstacles to the use of such witnesses; as a judicial
officer, this reviewer would note the additional impediment to
canonical and ethical bars on magistrates and judges becoming
embroiled in the very controversies brought to court for judicial
decision.

The Double Helix and the Law of Evidence underscores the diffi-
culty of legal decision making when scientists collide with the
adversarial system of justice in place in American courts. That ten-
sion is heightened when expert witnesses advance opinions that
many would argue are directed toward particular social and legal
policy decisions rather than the presence or absence of scientific
acceptance of a theory or method. DNA typing is no exception. As
the author skillfully notes regarding prior arguments about the
accuracy of statistical rarity estimates, ‘‘Despite the high drama of
the confrontations between the population structuralists and the
defenders of independence, most of the problems with DNA testing
have not been errors of high theory or the introduction of methods
that did not work. Rather, they have been production-line problems
in the generation of the evidence for specific cases.’’ A concise and
accurate assessment from a book this reviewer—and anyone inter-
ested in forensics—would find fascinating.

1Judge of Superior Court, San Diego, CA.
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BOOK REVIEW

Max M. Houck,1 Ph.D.

Review of: Advanced Crime Scene
Photography

REFERENCE: Duncan C. Advanced crime scene photogra-
phy. Boca Raton, FL: CRC Press, 2010, 315 pp.

Photography and microscopy have much in common, using as
they do lenses to image the world and make it either permanent or
visible; in the case of a photomicrograph, they do both at the same
time.1 They also both suffer in the same respect when authors
attempt to write about them. The books inevitably start out with a
prima facie discussion of optics and physics, accompanied by many
intricate ray diagrams showing what the light rays are doing in
excruciating technical detail. Only later, about a third of the way
into the book, do you get to the meat of what you want to learn
and how to do it. Do not misunderstand: Those basics are critical
to an understanding of both photography and microscopy, but every
book does not need to start that way. If you want that kind of
book, the kind that drags you through formulae and the calculus of
optics, do not buy Advanced Crime Scene Photography. If, how-
ever, you want a well-written, comprehensive, and excellently
detailed book on the practicalities of crime scene photography, then
definitely buy this book.

Duncan’s book begins with a well-reasoned Introduction that
explains his philosophy and rationale for crime scene photography:

The photographic documentation of crime scenes is the
cornerstone of any criminal investigation. The complete and
accurate portrayal of a crime scene demands that the investi-
gators and photographers thoughtfully and purposefully record
true and accurate depictions of the location and evi-
dence...The systematic and complete photographic recording
of all aspects of an investigation helps bridge the gap
between an individual piece of evidence and the processing
of that evidence...Consequently, crime scene photography is
an important and required task that must be accomplished
with dedication and skill....Frequently, the fear of venturing
away from a camera’s program or automatic mode settings
comes from a lack of confidence. Investigators are afraid of
making mistakes in exposure or composition and therefore

rely too heavily on the camera....One can possess the latest
and greatest camera, having all the bells and whistles imagin-
able, but if the command dial is never moved off the auto-
matic mode, one may as well be documenting the scene with
a disposable point-and-shoot camera. The photographer, not
the camera, is responsible for taking the picture. [page 1]

I could not agree more. Fear is the mind-killer (to borrow a
phrase from the science fiction novel Dune), and nowadays forensic
professionals are very fearful. Duncan’s approach to crime scene
photography is a breath of cool breeze to reassure us that we can,
in fact, do this.

The remaining chapters progress through equipment (Chapter 2),
the basics of crime scene photography (Chapter 3), and how to take
photographs that are suitable for analytical examinations, such as for
shoe prints (Chapter 4, and hallelujah!). After that, Duncan then pro-
ceeds through nighttime and low-light photography (Chapter 5), flash
photography (Chapter 6), and painting with light (Chapter 7; the pho-
tograph of a light-painted spider is a great reminder that many of
these techniques are not scale-dependent). The book raps up with
bloodstain pattern photography (Chapter 8), shooting incidents
(Chapter 9), and ultraviolet and infrared photography (Chapter 10).

Duncan’s style is easy-to-read without pandering and is an
engaging style that will be welcomed by students and trainees
alike. Duncan also provides excellent examples to make practical
points link with the theoretic, such as flash casting (page 160),
depth of field (page 58), and distortion in scales by angle (page
74). Moreover, Duncan does a marvelous job of taking a practical
approach to teaching photography and not optics or physics. His
examples of making your own arrows for pointers (page 26), soft
box for flashes (page 29), and light boxes (page 67) are great les-
sons and potential assignments.

Overall, I recommend this book for professionals, students, and
trainees; anyone, really, who is interested in reading from someone
who has a knack for teaching (in the true ‘‘tell-show-do’’ para-
digm). Duncan’s book is a welcome addition and an excellent book
on crime scene photography.

1Director, Forensic Science Initiative, West Virginia University, 1600
University Avenue, Morgantown, WV 26506.

1As opposed to a ‘‘microphotograph,’’ which is a really small picture:
Don’t confuse the two as many ‘‘experts’’ do.
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BOOK REVIEW

Joseph P. Bono,1 M.A.

Review of: Forensic Applications of High
Performance Liquid Chromatography

REFERENCE: Bayne S, Carlin M. Forensic applications of
high performance liquid chromatography, Boca Raton, FL:
CRC Press, 2010, 253 pp.

This reviewer entered this project expecting to find a 253-page text
describing the forensic applications of high performance liquid
chromatography (HPLC) (see the title above). What I discovered
was a 253-page text with approximately 30 pages describing the
forensic applications of HPLC. However, in the end, this was not
such a disappointing process as might be imagined. Perhaps the
authors could have chosen a more descriptive title de-emphasizing
the forensic applications. This text contains one of the most com-
prehensive and understandable descriptions of chromatography in
general, and HPLC in particular that this reviewer has encountered
in recent years. The authors emphasize the fundamentals of HPLC
without becoming mired in math, statistics, or theory.

Each chapter presents a targeted subject area with narratives,
descriptions, figures, diagrams, and tables, which are basic enough
for the novice to understand and detailed enough for the expert to
appreciate. At the end of each chapter, there are references that
point the reader toward other sources of information. Those refer-
ences, books ⁄ online publications, journal articles, and journals (gen-
eral) are presented in a concise format. A review of many of these
references reflects a cross-sectional approach to citing international
publications in the chromatographic sciences.

The first chapter presents a brief history of chromatography and
describes the fundamentals of chromatographic instrumentation.
There is no abundance of information in these four pages; however,
this reviewer encourages the reader not to stop. Proceed to the sec-
ond chapter beginning on page 5 entitled ‘‘Basic Principles of
HPLC.’’ Here, the reader will find an excellent primer on HPLC,
which is both informative and easy to understand. This chapter
could serve as a stand-alone introduction to HPLC in a college
chemistry instrumental analysis course. The authors take the readers
through the theory of chromatography, chemical bonding and polarity
and intermolecular forces.

Chapters 3 through 7 present descriptions of mobile phase prepa-
ration, the use of buffer sample preparation, modes of separation,
detection system method development, and system suitability.
Again, these five chapters compile the basics of what the analyst
should know when performing HPLC in any laboratory. Optimiz-
ing the protocols and procedures to deliver validated results is the
goal of every scientist who uses any chromatographic system.
Many of the solutions to the challenges of determining the best

approach to chromatographic system questions are found in these
chapters.

Chapter 8 is one of the more interesting chapters in the book.
The authors move the discussion of HPLC into the realm of quality
assurance and conformance to the ISO ⁄ IEC 17025:2005 General
Requirements for the Competence of Testing and Calibration Labo-
ratories. This ISO document forms the basis for accreditation of
many forensic science laboratories. It is noteworthy that the discus-
sion in this chapter addresses the estimation of uncertainty (better
described by the authors as a ‘‘level of confidence’’), sources of
error, and statistical evaluations. For those who have wondered
what ‘‘uncertainty’’ means in a laboratory setting, the answer can
be found in this chapter. There are also substantive descriptions of
‘‘method validation,’’ one of which is most appropriate. Through a
reference to another text, the authors describe method validation in
forensic science as a requirement to ensure ‘‘that the data are reli-
able but also to ensure that there are no ‘unjustifiable legal conse-
quences’ for the defendant in court.’’ This is in fact what
‘‘validation’’ means.

Chapter 9 continues with a discussion of quality systems, accred-
itation, and auditing. This chapter is too brief and too basic and
could have easily been eliminated from this text without losing
focus on the information presented by the authors in other chapters.

Chapter 10 deals with troubleshooting HPLC systems. The for-
mat of this chapter is complete with a narrative and tables describ-
ing what to do when something goes wrong, either at the front end
or the back end of an analysis. The Key Point Summary table at
the end of the chapter is most informative. Many of those questions
of ‘‘What is happening here?’’ are addressed. The reader is pre-
sented with options of where to look for the cause of the problem,
and then suggestions for how to ‘‘fix it.’’

Finally, the reader reaches Chapter 11 entitled Forensic Applica-
tions of HPLC. The authors present an overview of HPLC in drug
analysis, toxicology, color analysis, explosives analysis, and food
and the environment. All these in 20 pages. The information in this
chapter is basic at best; an expanded discussion of these analyses
should have been the focus of the text. Twenty pages are not
enough.

If the reader is seeking an excellent text book on chromatography,
specifically HPLC, this reviewer highly recommends and will use
this book, as a source of information. If the reader is seeking an over-
view of the forensic applications of HPLC which is limited in scope
and content, this reviewer recommends the last 20 pages with the
caveat that the information contained therein will be basic at best.

1Adjunct Instructor, Forensic and Investigative Sciences Program, Indiana
University Purdue University-Indianapolis, Indianapolis, IN.
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BOOK REVIEW

Kenneth E. Melson,1 J.D.

Review of: Ethics and the Practice of
Forensic Science

REFERENCE: Bowen R. Ethics and the practice of forensic
science. Boca Raton, FL: CRC Press, 2010, 197 pp.

Enhancing ethical behavior and professionalism within the foren-
sic science community is a goal of ongoing efforts to improve the
practice of forensic science in the United States. The National
Academy of Sciences’ report entitled Strengthening Forensic
Science in the United States: A Path Forward calls for the adoption
of a uniform code of ethics. ASCLD ⁄ LAB has already imple-
mented the Guiding Principles of Professional Responsibility for
Crime Laboratories and Forensic Scientists for its 376 accredited
public and private laboratories. Robin T. Bowen’s Ethics and the
Practice of Forensic Science contributes to the knowledge base for
these and other ethical practices. Her book provides the parameters
for a culture of professionalism for practitioners. While acknowl-
edging that forensic scientists are human, and therefore capable of
making mistakes, Bowen promotes education and awareness to
enhance the recognition of ethical issues and a framework for
potentially resolving them.

The nine chapters cover the full range of ethics, starting with an
analysis of just what is meant by ‘‘ethics,’’ and then takes the
reader through a progressive learning adventure about ethics and
forensic science in the criminal and civil justice systems, in the
courtroom, in research science, and in forensic science. Chapters 1
through 5 are general in nature, recognizing that the wide variety
of situations and diversity of contexts prohibit hard and fast rules
that apply to all situations. Chapters 6 and 7 explore examples of
unethical behavior, most of which are widely known. Four estab-
lished codes of ethics are presented in Chapter 8. Appendix B pro-
vides examples of another four codes from U.S. forensic science
organizations. There is, however, no discussion, analysis, or com-
parison of these codes or why they were chosen for inclusion in
the book from the scores of extant codes of ethics. Neither is there
a resource compendium of existing codes so that readers can
expand their research and comparative analyses of other codes.
Unfortunately, the ASCLD ⁄ LAB code of professional

responsibility, which is the most widely implemented code and the
closest one to a national code, is missing.

In the author’s survey of AAFS members at its 2006 Annual
Meeting, a portion of which appears in Appendix A, 98% of the
respondents considered ethics in forensic science to be very impor-
tant or important. Nevertheless, 68% of the respondents did not
think forensic scientists receive adequate training in ethics. A good
foundation for this needed training appears in her last chapter,
where Bowen sets out the guiding principles that she believes are
the basics of ethics in forensic science. In her estimation, forensic
scientists should (i) maintain technical competence; (ii) employ reli-
able analytical methods; (iii) confine examinations to areas of
expertise; (iv) exhibit honesty regarding personal qualifications; (v)
exhibit intellectual honesty regarding data generated; and (vi) objec-
tively review evidence and deliver expert testimony.

The author also provides an extensive bibliography, but it is
difficult to determine to what extent and where the bibliographic
material was used to support the concepts presented in her book.
There is an annoying lack of references in the text to the source
material. Citations to specific studies and reports are missing, leav-
ing the reader no avenue to check the assertion or to delve further
into the subject. This is of particular concern because some of the
few citations included in the body of the book are incorrect or
incorrectly characterized. For example, only one other time in
40 years has this reviewer seen the case of Frye v. United States
incorrectly referred to as a case from the United States Supreme
Court, as the author does in her book. The case citation in the text
clearly indicates that it is not from that court. Such a mistake
regarding one of the most famous cases concerning the admissibility
of scientific evidence may lead a reader to question the accuracy of
other assertions and characterizations in the text, and ergo, the need
for citations to specific source material.

There remains a critical need for books, other source materials, and
training aids on the subject of ethics in forensic science. Robin
Bowen’s book provides a starting point for more discussion and will
help promote widespread discourse on the important subject of ethics.

1The George Washington University Law School Adjunct Faculty, and
Deputy Director, Bureau of Alcohol, Tobacco, Firearms and Explosives
(ATF), Washington, DC.
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BOOK REVIEW

Carl N. Stephan,1 Ph.D.

Review of: Computer-Aided Forensic
Facial Comparison

REFERENCE: Evison PE, Vorder Bruegge RW. Computer-
aided forensic facial comparison. Boca Raton, FL: CRC
Press, 2009, 183 pp.

The preface of Computer-Aided Forensic Facial Comparison
pitches this book as an initial attempt to address a number of scien-
tific and technical issues in forensic facial comparison, and it suc-
ceeds in doing that. This edited volume reports the findings from a
large-sampled 2-year research project on landmark-based analysis
of 3D facial form. The book gives focus to a variety of topics
across 12 chapters, including 3D face capture and human face vari-
ability. In addition to the written text, a library of raw coordinate
data is also provided. As stated by the editors of the book, these
data can be used for independent crime prevention and detection
research and as such provide for a valuable resource. The DVD
library contains coordinates of 30 landmarks on each participant’s
face, for >3000 living individuals. Also included are preliminary
and prototypic software tools for (what is ultimately) 2D facial
comparison, which were developed during the project. These gener-
ous supplements will no doubt be of value to many readers and
will probably justify the outright purchase of the volume.

The book devotes prime attention to one particular type of 3D
scanner—the now discontinued Geometrix FaceVision� FV802
Series Biometric Camera (ALIVE tech, Cumming, GA). Two other
instruments were also employed for data collection but on a vastly
reduced scale: the Cyberware� 3030PS Head and Neck Scanner
(Cyberware, Inc., Monterey, CA) and the 3dMDface� System
(3dMD, Atlanta, GA). After a general introduction by the editors in
Chapter 1, Goodwin et al. compare scans generated from the three
aforementioned digitizers for artifacts (spikes, stretching and
discrepancies in texture map alignment, etc.) and metric differences
in landmark position (caliper measurements are used as the gold
standard). In Chapter 3, Morecroft et al. explore 60 facial
landmarks to determine which ones are optimal for 3D face scan
analysis. In Chapter 4, Evison and colleagues revisit the makeup of
the 3D scan sample and subject it to a principal components

analysis to examine how individuals vary by sex, age, and ancestry
in respect to these PCs (the first PC is given almost sole attention).
In Chapter 5, Morecroft et al. explore the effects of image parame-
ters (lighting, resolution, illumination, etc.) on the manual place-
ment of landmarks. In Chapter 6, Goodwin et al. elucidate the
patterns of visibility of 30 landmarks (arrived at in Chapter 3) with
10 degree increments of rotation between )90 to +90 degrees about
two orthogonal axes (y and x). In Chapter 7, Schofield et al.
explore the effect of perspective and lens distortion in silico by
switching-out simulated lenses and changing subject–camera dis-
tances within the software environment of 3ds Max� (Autodesk�,
San Rafael, CA). In Chapter 8, Maylin et al. explore the value of
an active shape model to automate facial landmark placement in
3D, using 40 manually landmarked faces as a training set. In
Chapter 9, Morecroft and Fieller provide solutions for missing
landmarks ⁄data. In Chapter 10, Mallett provides a very general
review of the responsibilities of the expert witness and what infor-
mation is admissible in court. In Chapter 11, Morecroft and Evison
present a short description on the software tools included with the
book, and in Chapter 12 the editors summarize the work and pro-
vide a synthesis of its major findings, the climax on p.163 being
that ‘‘the 3D distribution of anthropometric landmarks studied
herein, is unlikely to be sufficient to allow for identification of
individuals to the exclusion of all others.’’

Strengths of this book lie with: the research results on 3D face
variation and the total size of the sample analyzed; the breadth of
different topics examined; and the supplemental data and software
features included with the volume. Weaknesses are as follows: use
of outdated and now discontinued technology; the preliminary and
small-sampled nature of many of the sub-section studies; occasional
oversights to details (text in figures is often tiny and difficult to
read, color figures appear in the midst of Chapter 11, etc.). In sum-
mary, the editors’ preface outlines this book nicely—it is a useful
first look that draws on a large sample, but it is not an exhaustive
thesis.

1Forensic Anthropologist and ORISE Research Participant, Joint POW ⁄
MIA Accounting Command, 310 Worchester Avenue, Hickam Air Force
Base, HI.

J Forensic Sci, November 2010, Vol. 55, No. 6
doi: 10.1111/j.1556-4029.2010.01557.x

Available online at: onlinelibrary.wiley.com

1678 2010 American Academy of Forensic Sciences
Published 2010. This article is a U.S. Government work and is in the public domain in the U.S.A.



ERRATUM

REFERENCE: Jermain JD, Evans HK. Analyzing Salvia Divinorum and its active ingredient Salvinorin A utilizing thin layer
chromatography and gas chromatography ⁄mass spectrometry. J Forensic Sci 2009;54(3):612–16.

We have noticed an error in Figure 1. The R1 value for salvinorin A should be R1 = OCOCH3 and not R1 = COCH3 as printed.

John D. Jermain, M.S.
Bureau of Alcohol, Tobacco,
Firearms and Explosives,
355 North Wiget Lane,
Walnut Creek, CA 94598
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ERRATUM

REFERENCE: Kumar O, Pradhan S, Sehgal P, Singh Y, Vijayaraghavan R. Denatured Ricin can be detected as native Ricin by
immunological methods, but nontoxic in vivo. J Forensic Sci 2010;55(3):801–7.

Please note that a correction is required to line 5 of the Abstract for the above-referenced manuscript.

Line 5 inadvertently read: The denatured ricin did cause mortality up to 25 mg ⁄ kg, while 5 and 10 lg ⁄ kg of native ricin caused 50%
and 100% mortality, respectively.

Line 5 should have read: The denatured ricin did not cause mortality up to 25 mg ⁄ kg, while 5 and 10 lg ⁄kg of native ricin caused 50%
and 100% mortality, respectively.

Om Kumar, Ph.D.
Division of Pharmacology and Toxicology,
Defense Research and Development Establishment,
Gwalior – 474002, India
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